Minimum wave-localization length in a one-dimensional random medium
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The frequency dependence of the localization length \( l \) for acoustic and electromagnetic waves in a one-dimensional randomly layered medium is studied both numerically and analytically. Through the consideration of different types of random-media models characterized by abrupt or continuous variation of the material parameters, it is shown that beyond the low-frequency behavior of \( l \sim \omega^{-2} \), where \( \omega \) denotes the angular frequency, the localization length either approaches a constant or diverges at high frequencies. In all cases, the value of \( l \) for a given random medium is found to exhibit a well-defined lower bound whose value is generally several orders of magnitude times the correlation length of the inhomogeneities. The dependence of this minimum localization length on the amount of randomness, plus a comparison with the Schrödinger wave-localization length behavior, are presented and discussed.

Localization is a phenomenon generic to waves in random media. With systems of less than two spatial dimensions, for example, it is now known that all waves, Schrödinger or classical (electromagnetic and elastic), are localized with an infinitesimal amount of randomness. While the basic physics of localization is similar for Schrödinger and classical waves, the differences in the dispersion relation and the wave boundary conditions imply that with regard to specific behaviors, such as the wave-propagation characteristics and the frequency dependence of the localization length, the two cases are expected to be distinct. Recent studies of the localization length in the low-frequency regime have shown that, whereas a quantum particle generally becomes more localized in a disordered medium as its energy decreases, the opposite is the case for classical waves since a low-frequency wave tends to perceive the disordered system as an essentially homogeneous effective medium due to its poor resolving capability. In this work we study classical wave localization in a one-dimensional continuous random medium and point out that at intermediate and high frequencies the localization length variation differs significantly from that of the low-frequency regime. In particular, we show that for a wide class of random material parameter variations the localization length of a given medium is always characterized by a well-defined minimum value, which is generally orders of magnitude larger than the correlation length of the inhomogeneities. Furthermore, depending on whether the random variations occur abruptly or continuously the minimum value either is approached asymptotically at high frequencies or occurs at some intermediate frequency. Comparison with the Schrödinger wave-localization behavior indicates that there is no comparable counterpart to the minimum localization length in the quantum particle case.

Consider a one-dimensional medium with spatially varying density \( \rho(z) \), elastic modulus \( K(z) \), dielectric constant \( \epsilon(z) \), and magnetic permeability \( \mu(z) \). Since in one dimension the elastic wave equation and the electromagnetic wave equation are related by a mapping of the variables, the results obtained in one case are ensured to be applicable to the other case as well. In this work we will use the notations of the elastic case. The wave equation can be written as a pair of coupled first-order differential equations:

\[
\begin{align*}
\rho(z) \frac{\partial W}{\partial t} &= -\frac{\partial P}{\partial z}, \\
\frac{\partial P}{\partial t} &= -K(z) \frac{\partial W}{\partial z},
\end{align*}
\]

where \( W \) denotes displacement velocity and \( P \) the pressure. In frequency domain, where we let \( \exp(-i\omega t) \) be the time dependence of \( W \) and \( P \), the equation becomes

\[
\frac{d}{dz} \begin{bmatrix} P \\ U \end{bmatrix} = i \omega \begin{bmatrix} 0 & \rho(z) \\ -1/K(z) & 0 \end{bmatrix} \begin{bmatrix} P \\ U \end{bmatrix},
\]

where \( U \equiv iW \). We would first like to show that for random \( \rho \) and \( K \), the localization length \( l \) of the elastic wave is nondecreasing at high frequencies.

Localization of the wave means that the dominant behavior for the solution to Eq. (2) must decay like \( \exp(-\gamma z) \) as \( z \to \infty \), where \( \gamma \equiv l^{-1} \). However, the fact that the matrix on the right-hand side of Eq. (2) has zero trace implies that there must also be a linearly independent solution which grows like \( \exp(\gamma z) \) with exactly the same value of \( \gamma \). For arbitrary choice of the initial condition, the growing solution will be picked up with probability one. We thus take \( P(0) = l \) and \( U(0) = 0 \). By making a coordinate transformation \( P = r \cos \theta, \quad U = r \sin \theta \), Eq. (2) takes the form

\[
\begin{align*}
\frac{d\theta}{dz} &= -\omega [\rho(z)\sin^2 \theta + K^{-1}(z)\cos^2 \theta], \\
\frac{dr}{dz} &= (r \omega /2)\sin(2\theta) [\rho(z) - K^{-1}(z)].
\end{align*}
\]
with \( r(0)=1 \) and \( \theta(0)=0 \). The \( \theta \) equation is now decoupled from the \( r \) equation, and the value of \( \gamma \) can be expressed as

\[
\gamma = \lim_{z \to \infty} \int_{-\infty}^{\infty} \frac{1}{z} \sin(2\theta) [\rho(x) - K^{-1}(x)] dx.
\]

(4)

We recognize from Eq. (4) that \( \gamma \) is essentially the average of \( \sin(2\theta) \rho(x) - K^{-1}(x) \). To carry out this averaging, we assume that \( \rho=\rho(\xi(z)) \), \( K=K(\xi(z)) \), where \( \xi(z) \) is a stationary, ergodic, Markov process with infinitesimal generator \( Q \). Since we allow \( \xi(z) \in \mathbb{R}^d \) to have a state space of arbitrarily large dimension \( d \), a very large class of random models is included in this formulation. From the assumed properties it follows that \( \xi(z) \) has an invariant distribution function \( \bar{P}(\xi) \) which satisfies the Fokker-Planck equation \( \mathcal{L}^* \bar{P}(\xi)=0 \), with \( \mathcal{L}^* \) denoting the adjoint of \( \mathcal{L} \). The ergodic theorem then tells us that the averaging expressed in Eq. (4) can alternatively be written as

\[
\gamma = \frac{\omega}{2} \int_{0}^{2\pi} d\theta \int_{\mathbb{R}^d} d\xi \bar{P}(\theta, \xi) \sin(2\theta) [\rho(\xi) - K^{-1}(\xi)].
\]

(5)

Here \( P(\theta, \xi) \) is the joint invariant measure for the parameter set \( (\theta, \xi) \) which completely describes the Markov process for the \( r \) variable. \( P(\theta, \xi) \) satisfies the equation \( \mathcal{L}^* P(\theta, \xi)=0 \), where from Eq. (3a)

\[
\mathcal{L} = Q - \omega (\rho \sin^2 \theta + K^{-1} \cos^2 \theta) \frac{\partial}{\partial \theta}
\]

(6)

is the infinitesimal generator for \( (\theta, \xi) \). Since the knowledge of \( P(\theta, \xi) \) can directly yield \( \gamma \) through Eq. (5), we now focus our effort on getting \( P(\theta, \xi) \) at the high-frequency limit. Let \( P \) be expanded as

\[
P = P^{(0)} + \frac{1}{\omega} P^{(1)} + \frac{1}{\omega^2} P^{(2)} + \cdots
\]

(7)

for \( \omega \to \infty \). Substitution of Eq. (7) into Eq. (5) yields

\[
\gamma = c_0 \omega + c_1 + c_2/\omega + \cdots
\]

for the asymptotic behavior of \( \gamma \). The equation \( \mathcal{L}^* P(\theta, \xi)=0 \) can now be expressed as

\[
\frac{\partial}{\partial \theta} [(\rho \sin^2 \theta + K^{-1} \cos^2 \theta) P^{(0)}] = 0,
\]

(8a)

\[
Q^* P^{(n)} + \frac{\partial}{\partial \theta} [(\rho \sin^2 \theta + K^{-1} \cos^2 \theta) P^{(n+1)}] = 0,
\]

(8b)

where \( n=0,1,2,\ldots \). From Eq. (8a) and the requirement that

\[
\int_{0}^{2\pi} d\theta P(\theta, \xi) = \bar{P}(\xi),
\]

(9)

we get

\[
P^{(0)}(\theta, \xi) = \frac{\rho(\xi)}{K(\xi)} \frac{\bar{P}(\xi)}{2\pi(\rho(\xi) \sin^2 \theta + K^{-1}(\xi) \cos^2 \theta)}.
\]

(10)

Substitution of Eq. (10) into Eq. (5) shows that the contribution from \( P^{(0)}(\theta, \xi) \) vanishes because the \( \theta \) integration gives zero. That means \( \gamma = c_1 + c_2/\omega + \cdots \) as \( \omega \to \infty \), which proves our assertion that localization length is non-decreasing at high frequencies. The next term of expansion in \( P(\theta, \xi), P^{(1)} \), can be obtained from Eq. (8b) by using \( P^{(0)}, P^{(1)} \), as the input. Insertion of the resulting \( P^{(1)} \) into Eq. (5) yields a general expression for \( c_1 \):

\[
c_1 = - \frac{1}{4\pi} \int_{\mathbb{R}^d} d\xi \bar{P}(\xi) \int_{0}^{2\pi} d\theta \sin(2\theta) \arctan \left[ \frac{[\rho(\xi)K(\xi)]^{1/2} \tan \theta}{\rho(\xi) - K^{-1}(\xi)} \right] \frac{\rho(\xi) - K^{-1}(\xi)}{\rho(\xi) \sin^2 \theta + K^{-1}(\xi) \cos^2 \theta}.
\]

(11)

where the arctan function is understood to be the branch which is zero when \( \theta=0 \), and is monotonically increasing. To obtain the localization length behavior for all frequencies, we have to consider specific random media models. For the first model we will let \( \xi(z) = (\xi_1, \xi_2) \) and

\[
\rho = 1 + 2\sigma \xi_1(z),
\]

(12a)

\[
K^{-1} = 1 + 2\sigma K \xi_2(z),
\]

(12b)

where \( 0 < \sigma, \rho, K < 1 \) gives the amplitude of randomness, and \( \xi_1, \xi_2 \) are random step functions which jump simultaneously and whose values are independent and uniformly distributed in \( [ -\frac{1}{2}, \frac{1}{2} ] \). The thickness \( \Delta z \) of a given layer (in which the value of \( \xi_1(z) \) is constant) is assumed to be exponentially distributed with the probability density \( a^{-1} \exp(-\Delta z/a) \), \( a \) being the mean layer thickness. In what follows we will let \( a=1 \). It is clear that in the present case \( P(\xi)=1 \) on a square \( [ -\frac{1}{2}, \frac{1}{2} ] \times [ -\frac{1}{2}, \frac{1}{2} ] \), and the operation of \( Q \) represents

\[
Qf(\xi_1, \xi_2) = \int_{-1/2}^{1/2} dz_1 \int_{-1/2}^{1/2} dz_2 [f(z_1, z_2) - f(\xi_1, \xi_2)].
\]

(13)

We note that the present model can easily be adapted to the special case in which the values of \( \xi_1, \xi_2 \) are binary in nature (two different materials). The mathematics actually simplifies in that instance. Equations (11)–(13) complete the prescription for calculating the high-frequency behavior of the model. For low frequencies, the limiting form of \( \gamma \) has been determined by previous works\(^2\)–\(^4\) to be \( \gamma \sim \omega^2 \). For completeness, we write down the low-frequency asymptotic expression for \( \gamma \) with all the pertinent factors:

\[
\gamma = \frac{1}{15} (\sigma_1^2 + \sigma_2^2) \nu_0^{-2} \omega^2, \quad \omega \to 0
\]

(14)

where \( \nu_0 \equiv (K_0/\rho_0)^{1/2} \) is the average velocity of the medium. To interpolate between the low- and the high-frequency limits, we use transfer matrix to obtain numerically simulated values of \( \gamma \). That is,
\[ \gamma = \left( \frac{1}{z} \ln T(z) \right), \tag{15} \]

where \( \langle \quad \rangle \) denotes configurational averaging, \( T = (1 - | R |^2)^{1/2} \), with \( R = -q^*/p^* \), and \( p, q \) are given by

\[
\begin{bmatrix}
    p \\
    q^*
\end{bmatrix} = \prod_{l=0}^{N} \mathcal{M}_{l+1,l}.
\tag{16}
\]

The notation \( \mathcal{M}_{l+1,l} \) denotes a 2x2 transfer matrix with elements

\[ m_{11} = m_{22} = 0.5 \left[ 1 + \left( \frac{(\rho_{i+1} K_{i+1})}{(\rho_i K_i)} \right)^{1/2} \right] \times \exp[i \omega (\phi_{i+1} + \phi_i)], \]

\[ m_{12} = m_{21} = 0.5 \left[ 1 - \left( \frac{(\rho_{i+1} K_{i+1})}{(\rho_i K_i)} \right)^{1/2} \right] \times \exp[i \omega (\phi_{i+1} - \phi_i)], \]

and \( \phi_i = (\rho_i / K_i)^{1/2} / 2 \), where \( \rho_i \) and \( K_i \) are, respectively, the density and elastic modulus of \( i \)th layer, and \( d_i \) is its thickness. In Fig. 1 we plot the numerically calculated localization length \( l = \gamma^{-1} \) as a function of wavelength \( \lambda = 2\pi / \omega \), both in units of \( a \) (\( a = 1 \)), for three values of \( \sigma = \sigma_g = \sigma_K \). Every point represents the result of averaging over 40 configurations. The low-frequency limit, evaluated from Eq. (14), and the high-frequency limit, evaluated from Eqs. (11)-(13), are also shown by dashed lines. It is seen that except for statistical fluctuations, the behavior of the localization length is essentially a smooth interpolation between the low- and high-frequency limits. The minimum localization length for this model is therefore given by \( 1 / \gamma_1 \). On the same graph we also show the localization length for the quantum Schrödinger wave where the random parameter is the potential \( V \):

\[ a^2 \frac{2\mu V}{\hbar^2} = \sigma_g [1 + 2 \bar{g}(z)], \tag{17} \]

where \( \mu \) is the particle mass, \( \hbar \) is Planck's constant, and the wavelength is defined by \( \lambda = 2\pi \hbar / \sqrt{2 \mu E} \) (the zero of \( E \) in this case is defined by the lower bound of the potential, which also corresponds to the lower bound for the energy eigenvalues). The localization length in this case is again calculated by the transfer matrix method with each point representing averaging over 50 configurations. Besides the trend of the high-frequency variation being dissimilar to that of the classical wave case, the localization length for a quantum particle clearly has no lower bound. One source of these differences can be traced to the dispersion relations of the waves and their effect on the reflection coefficient at an interface: whereas the classical wave reflection coefficient is independent of the frequency, the quantum particle always becomes more transmitting as its energy increases. Another source of difference is that whereas for the quantum particle with small \( E \) there can be regions where \( V > E \) and the Schrödinger wave becomes exponentially attenuated, the acoustic wave in a nondissipative continuous medium is always (locally) propagating in nature. However, it should be remarked that for the electromagnetic wave in a medium containing metallic elements (\( \epsilon < 0 \)) the analogy with the acoustic
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**FIG. 1.** Localization length for the discontinuous model plotted as a function of wavelength \( \lambda = 2\pi / \omega \) (mean velocity is 1 in the present case) for three values of the randomness parameter \( \sigma \). Dashed lines denote high- and low-frequency limiting behaviors evaluated from Eqs. (11)-(14). The localization length for a quantum particle is shown by the dashed-dotted line. Both the localization length and the wavelength are measured in units of average layer thickness \( \bar{a} \), taken to be 1 in the present case.

wave breaks down (as pointed out in Ref. 5), since there the wave can become exponentially attenuated inside regions of negative \( \epsilon \). In that particular case a different mathematical treatment is needed, and the result obtained so far in regard to the localization length lower bound are not expected to be applicable.

The second model we would like to consider is one where there is no abrupt variation of the material parameters. One way to obtain such a model is to smooth the material parameters of the first model with an exponential filter. The discontinuities in the material parameters then becomes discontinuities in the first derivative of the material parameters with respect to \( z \). More precisely, if we let \( \bar{m} \) denote the material parameter \( \rho \) or \( K^{-1} \) of the first model and \( m \) denote that of the second model, then

\[ \frac{dm}{dz} = -am + \beta \bar{m}, \tag{18a} \]

so that
\[ m(z) = \beta \int_{-\infty}^{z} \exp[-\alpha(z-s)]\bar{m}(s)ds, \]  

(18b)  

where \( \alpha \) and \( \beta \) are constants. Since \( \bar{m} \) is a piecewise constant function, Eq. (18) can be integrated within each constant region to obtain

\[ m(z) = \exp(z_1-z)m(z_1) + [1 - \exp(z_1-z)]\bar{m}, \]  

(19)

where \( z_1 \leq z \) denotes the coordinate for the lower end of the layer, and we have let \( \alpha = \beta = 1 \) so that \( \langle m \rangle = \langle \bar{m} \rangle \).

By using this model, the calculation of the asymptotic leading term of \( \gamma \) yields \( c_1 = 0 \). One immediate implication is that instead of approaching a constant, the localization length now increases at high frequencies. Since it is known that in the low-frequency regime the localization length increases as the frequency decreases, there must be a minimum at some intermediate frequency. By subdividing each layer into ten intervals, we have carried out numerical simulation on the continuous model by treating the material parameters within each interval as piecewise constant and using the transfer matrix to calculate \( \gamma \). In Fig. 2 the calculated localization length for the three \( \bar{m} \) parameter sets shown in Fig. 1 is plotted as a function of wavelength. Each point is noted to be the average for 40 configurations. The minimum of the localization length is seen to occur at \( \lambda \approx \lambda_0 \), with the behavior for low frequencies, \( \lambda \gg \lambda_0 \), approaching that given by Eq. (14) (shown by dashed lines). Physically, the divergence of localization length at high frequencies is understandable in terms of decreased reflection coefficient since, as the wavelength decreases, the wave begins to perceive the environment as slowly varying and the wave transmission is consequently increased. We expect a similar effect to occur for the Schrödinger wave if the variation of \( V \) becomes smooth. However, that would not alter the qualitative behavior of the Schrödinger wave-localization length as a function of frequency. An interesting (hypothetical) problem arises if we consider the electromagnetic wave and allow the presence of metallic regions within the context of the continuous-variation model. Can the high-frequency divergence of \( l \) be counteracted by the presence of negative \( \epsilon \) regions? If so, for a given fraction of metallic elements how negative would \( \epsilon \) have to be before the high-frequency trend of \( l \) is reversed? We have no clear-cut answers to these questions at present.

In Fig. 3 the values of minimum localization length \( L \)
for the two models are plotted as a function of randomness parameter $\sigma (=\sigma_p=\sigma_K)$. It is noted that the variation of $L$ can be approximately described by the relation

$$L \propto \sigma^{-\delta},$$

where $\delta$ varies from 2 at small $\sigma$ to $\geq 3$ for $\sigma \to 1$.

Besides the two types of random-media model considered above, we have also numerically simulated a non-Markovian model in which $p$ and $K^{-1}$ are given by Eq. (12) but the layer thickness is constant. While $\gamma$ still behaves as $\omega^2$ at low frequencies, at intermediate frequencies the localization length displays oscillations before settling down to a constant at high frequencies. The oscillations are interpretable as a remnant of a periodic system where there are bands of delocalized states. In this case the localization length minimum occurs at some intermediate frequency.

In summary, we have shown that under the assumption of Markov, stationary, and ergodic dependence for the random material parameters the localization length for classical waves (with special case of exception noted) in one dimension is nondecreasing at high frequencies and generally possesses a minimum value. Implications of this result, plus consideration of localization in higher dimensions, are presently being pursued.
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5. $\epsilon/c \to \rho$, $c/\mu \to K$, electric field $\to$ displacement velocity, magnetic field $\to$ pressure. Here $c$ denotes the speed of light. The mapping breaks down, however, for $\epsilon$ negative (metal layers) since $\rho$ is always positive. In this work we only consider $\epsilon$ positive so that the wave is propagating in nature.

6. Mathematics of stochastic methods is described by C. W. Gardiner, Handbook of Stochastic Methods for Physics, Chemistry, and the Natural Sciences (Springer-Verlag, New York, 1983). The operator $Q$ is defined as $Qf(\xi_0) \equiv \lim_{x \to 0} (1/2z) [E[f(\xi(z))]|\xi(0)=\xi_0]-f(\xi_0)]$, with the notation $E[\ ]$ denoting the operation of taking expectation value.