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Abstract. By using two-loop renormalization group analysis, we explore the phase diagram with respect to the electron–phonon and Coulomb interaction strengths in the two \((3,3)@(8,8)\) and \((5,0)@(15,0)\) double-wall carbon nanotube systems (DWCNTs). Using estimation of the two types of coupling strengths from \textit{ab initio} calculations, both systems are shown to scale to the superconducting fixed point as temperature decreases to zero. This is in contrast to the \((3,3)\) and \((5,0)\) single-wall carbon nanotubes, which scales to the Peierls-distorted semiconducting ground state. While the superconducting transition temperature can be quite low in the \((3,3)@(8,8)\) system, the \((5,0)@(15,0)\) promises observable superconducting behavior. Our result is in support of recent experimental observation of superconductivity in DWCNTs.
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1. Introduction

The electronic ground state of metallic carbon nanotubes is an intriguing issue, owing to the non-unique implications offered by the electron–phonon interaction. It is well known that a one-dimensional (1D) metal can undergo a Peierls distortion, thereby leading to a semiconducting ground state. Recent ab initio calculations on single-wall carbon nanotubes have verified such predictions [1–6]. However, another possibility is the superconducting ground state. While there is no observation of superconductivity in a single, isolated single-wall carbon nanotube, there has been electrical, thermal specific heat and magnetic evidence of superconductivity in arrays of 4 Å carbon nanotubes embedded in the linear pores of aluminophosphate-five (AlPO4-5) zeolite crystals [7, 8]. Superconductivity has also been predicted and observed in ropes of carbon nanotubes, as well as in multi-wall carbon nanotubes [9–19]. Even in single-wall carbon nanotubes, several authors have also predicted a superconducting phase under special conditions [20–22]. More recently, it has been shown that if one takes into account the dielectric screening effect of the nanotube array (on the electron–electron interaction), a superconducting ground state can indeed be realized in (5,0) carbon nanotubes [23–25]. Furthermore, theoretical Monte Carlo simulations on the Ginzburg–Landau model have shown that with the appearance of the superconducting condensate, even a very weak Josephson coupling between the aligned nanotubes can lead to a 1D to 3D (three-dimensional) crossover transition at a temperature below that where the superconducting condensate first appears [8, 26].

In this work, we explore the ground state of metallic double-wall carbon nanotubes (DWCNTs), with the aim of examining the possibility of superconductivity in a single DWCNT. There is an important difference between a single 1D carbon nanotube and an array, because the latter can be viewed as altering the environmental dielectric constant of the system in which the
nanotube is situated; whereas for a single DWCNT we only have the interaction between the outer layer with one inner nanotube, and the fact that there is only a single layer makes the dielectric screening effectiveness not so apparent from the outset. Also, an array is known to offer the possibility of a 1D to 3D crossover which can suppress the Peierls distortion very effectively, which is absent for a single DWCNT.

Another motivation for this work arises from the experimental specific heat measurements on bulk DWCNT samples [27], which show that if one compares the Sommerfeld constant for the superconducting component of the sample to that of the metallic component of the sample, the ratio is found to be around 70%, i.e., most of the metallic DWCNTs can exhibit superconductivity at low temperatures. Such a high percentage implies a very general mechanism for suppressing the Peierls instability in metallic DWCNTs. Below we show that indeed, if both the inner and outer tubes are metallic, the screening of the Coulomb interaction between the electrons is sufficient to induce a superconducting ground state. Moreover, our results indicate a chirality-dependence in the superconducting transition temperature. This aspect also supports the experimental electrical and specific heat observations of a broad distribution of superconducting transition temperatures in bulk DWCNTs, ranging from 4 to 18 K [27].

Since it is accepted that the interaction between the inner and outer shells of a DWCNT is essentially van der Waals in character, the electronic structure of each shell may be treated as that of an isolated single-wall carbon nanotube. This is verified by Cohen and co-worker [19], in which (5,5)@(10,10) DWCNT has the band structure similar to the sum of individual (5,5) and (10,10) CNTs. However, the proximity of the two shells, separated by only 3.4 Å—the atomic separation between graphitic sheets—can mean a significant dielectric screening effect on the electron–electron interaction. This is especially the case if both shells are metallic in character. As renormalization group (RG) analysis is especially well-suited to examining the consequences of dielectric screening, we use this approach to study the two cases of (3,3)@(8,8) and (5,0)@(15,0) DWCNTs. We chose these two types of DWCNTs because both the inner and outer tubes in (3,3)@(8,8) and (5,0)@(15,0) are metallic. While for (3,3)@(8,8) DWCNT both shells are armchair and hence must be metallic; in the case of (5,0)@(15,0) the outer tube satisfies the usual rule of being metallic, while the inner tube is metallic owing to the very small radius and consequent $\sigma-\pi$ mixing. So (5,0)@(15,0) is a typical representative of metallic zigzag DWCNTs, and (3,3)@(8,8) is representative for the armchair DWCNTs. Here the metallic nature of both inner and outer tubes is important because possible physical processes need a Fermi level in the system, and metallic tubes might provide reasonable screening for the electron–electron interactions. There is a second reason for choosing the above two DWCNTs for study, and that is because in both cases the inner tubes have a small radius and hence can offer strong electron–phonon interaction [28, 29], which plays a crucial role in the two physical processes—Peierls distortion and superconductivity—that are in competition. Our results show that in both (3,3)@(8,8) and (5,0)@(15,0) DWNT cases the superconducting order is the ground state, even though the transition temperatures may differ significantly. This, however, is in sharp contrast to the semiconducting ground state of the individual (3,3) and (5,0) CNTs due to the Peierls distortion, which is also analyzed by using the same approach. Our conclusion is consistent with the recent $ab$ initio calculation that showed a superconducting ground state for the (5,5)@(10,10) DWCNT [19], as well as in support of the experimental observations [27].
Figure 1. The atomic structure (upper panels) and linearized band structure near the Fermi level (lower panels) of (a) (3,3)@(8,8) DWCNT, and (b) (5,0)@(15,0) DWCNT. Bands of the inner tubes are plotted in red and those of the outer tube in black. In (a), the A,B bands belong to (3,3) while the A',B' bands belong to (8,8). The Dirac points of the inner and outer tubes are slightly different in energy. In (b), the degenerate C,C' bands and D band belong to (5,0), while degenerate E,E' bands belong to (15,0). Tunneling between inner and outer tubes is assumed to be negligible, and the band structure of the DWCNT is also assumed to not be modified by the inter-tube interactions. The Fermi energy is set to be a bit different from the Dirac point, so that we can neglect the Umklapp interactions.

2. Theoretical method

2.1. Residual electron–electron interactions in double-wall carbon nanotube (DWCNT)

To perform RG analysis, one needs to linearize the band structure near the Fermi energy. The linearized band structures are schematically illustrated in figure 1. We will neglect inter-tube tunneling, as well as assume that the Fermi energy is slightly off the crossing point of different bands, so as to avoid Umklapp interactions. The latter can occur either by doping, charge transfer between inner and outer tubes, or applied gate voltage. In (n,n)@(n+5,n+5) DWCNTs, we shall assume the Dirac points of the inner and outer tubes to be slightly different in energy, which can be the result of a small charge transfer between the two shells [19].

There can be two types of residual interactions between electrons—the attractive phonon-mediated electron–electron interaction (PMI), and the repulsive Coulomb interaction. The total interaction is the sum of the two. To be specific, in figure 1 we label the bands of (3,3) CNT as A+, B+ around $k_F$, and A−, B− around $-k_F$. For the (8,8) CNT, the band structure is similar and hence its bands are labeled as A'± and B'±, respectively. For the zigzag (5,0) CNT, the
three bands are labeled as C, C', and D, where C and C' are the two degenerate bands with smaller Fermi momentum $k_{FC}$, and band D corresponds to the larger one $k_{FD}$. For the (15,0) CNT, we use E and E' to label the degenerate bands associated with the two Dirac points. The electron–electron coupling vertex arises from two bands with opposite Fermi velocities, and in each there is a backward scattering coupling constant $g_{ijkl}^{(1)}$ and a forward scattering coupling constant $g_{ijkl}^{(2)}$. The two can transform into each other by exchanging the outgoing electrons. Here $i, j, k, l = A, A', E, E'$ denotes the index of band associated with the two scattering electrons, and the scattering process is $k \rightarrow i, l \rightarrow j$ in the backward direction and $l \rightarrow i, k \rightarrow j$ in the forward process. Hence we can identify the couplings $g_{AF-AF-AF}$ and $g_{AF-AF-AF}$ in the (3,3)@(8,8) system as the backward and forward scatterings in band A of the inner (3,3) CNT, respectively. Similarly the couplings $g_{DF-DF-DF}$ and $g_{DF-DF-DF}$ in (5,0)@(15,0) denote the backward and forward scatterings in band D of the inner (5,0) CNT. The above two sets of coupling channels are the most important ones because they generate the most divergent response functions in the RG flow (see below). The sign of a coupling constant is defined to be negative if the coupling is attractive and positive if the coupling is repulsive. The value of each coupling constant is expressed in units of Fermi velocity. Detailed definitions of all the coupling constants can be found in appendix A.

2.2. Estimation of the initial (un-renormalized) values of electron–electron interactions

We use the *ab initio* estimation [1, 24, 25] of the PMIs and the bare values of the Coulomb interactions for the (3,3) and (5,0) CNTs. For the outer (8,8) CNT, we note that the strength of both the phonon-mediated and direct electron–electron interactions follow the $1/R$ scaling [28, 29], where $R$ is the CNT radius. Hence we can estimate the initial values of (8,8) CNT from the corresponding ones of (3,3). For the (15,0), since the band structure is different from the (5,0), we employ the method of Egger [29] and Kaxiras and co-workers [30] to estimate the bare couplings. The key point in our analysis is to estimate the screening effect between the inner and outer tubes.

The bare values of the inter-tube Coulomb interaction are similar to that for the intra-tube interaction [29]

$$V_{\text{inter-tube}}(r-r') = \frac{e^2/\kappa}{\sqrt{(x-x')^2 + 4R^2 \sin^2[(y-y')/2R] + a_z^2}},$$

(1)

where $e$ is the electronic charge, $\kappa \sim 2$ is the environmental dielectric constant (taking into account all the bonded electrons inside graphite sheet), $x$ the coordinate along the tube axis and $y$ the coordinate along tube’s circumference. For intra-tube potential, $R$ is the tube radius and $a_z \sim 1.6 \text{ Å}$ is the size of the $\pi$ orbital. To estimate the inter-tube potential, we take $R$ to be the average radius of the inner and outer tubes, and $a_z \sim 5 \text{ Å}$ (obtained from 1.6+3.4 Å) to be the minimum distance between two electrons, each associated with either the inner tube or the outer tube. Since the Coulomb potential is only a function of $r-r'$, we can integrate $y$ and $y'$ and perform a Fourier transform on $V(x-x')$ to obtain $V(q)$. The bare Coulomb potential $V(q)$ is very large around $q \sim 0$, where its magnitude is about $16/\kappa$ for (3,3) CNT and $50/\kappa$ for the (5,0) CNT. This is unfavorable for the appearance of superconductivity. However, owing to the screening effect, the inner and outer tubes will mutually and strongly renormalize the Coulomb potential.
Figure 2. Feynman diagram of the screening in forward Coulomb interactions. A single wiggly line denotes the bare Coulomb interaction and double wiggly lines denote the screened interaction. Solid lines are the Green functions of electrons. \( l, l' \) and \( l'' \) here denote either the inner or the outer tube. It should be noted that \( l'' \) should not be equal to \( l \), since the electron–electron interaction should be screened by the other tube, but not by itself.

interaction between the electrons. This effect can be evaluated by using the Dyson equations \([24, 25, 31]\), graphically shown in figure 2:

\[
\begin{align*}
V^{(r)}_{ii}(q) &= V_{ii}(q) + \Pi_o V_{io}(q) V^{(r)}_{oi}(q), \\
V^{(r)}_{oo}(q) &= V_{oo}(q) + \Pi_i V_{oi}(q) V^{(r)}_{io}(q), \\
V^{(r)}_{io}(q) &= V_{io}(q) + \Pi_o V_{oi}(q) V^{(r)}_{oo}(q), \\
V^{(r)}_{oi}(q) &= V_{oi}(q) + \Pi_i V_{io}(q) V^{(r)}_{ii}(q),
\end{align*}
\]

(2)

where the subscripts \( i, o \) denote the inner or outer tube, respectively, and the superscript \( r \) denotes screened potential. \( V_{ii} \) and \( V_{oo} \) are the intra-tube Coulomb potentials in inner and outer tubes, while \( V_{io} = V_{oi} \) being the inter-tube potential. The symbols \( \Pi_i \) and \( \Pi_o \) stand for the polarizability of the inner and outer tubes, respectively. For 1D electron gas the polarizability is given by \( \Pi(q) = -2/\pi v_F \) (see appendix B). It should be noted that \( V^{(r)}_{io} \) and \( V^{(r)}_{oi} \) are not equal because the screening capabilities of the inner and outer tubes are different. Equation (2) is associated with the forward scattering processes, since \( \Pi_i \) and \( \Pi_o \) have finite values only in such processes. Generally speaking, the screening effect due to the double-shell structure can greatly reduce the Coulomb interaction at \( q \sim 0 \), and this reduction can lead to significant consequences in deciding the ground state of the DWCNT. The resulting screened Coulomb potential is about 0.68 for (3,3) CNT and 0.58 for (5,0) CNT at \( \kappa = 2 \). These values are about two orders of magnitude smaller than the bare values. Such significant screening effect, associated with one single layer of carbon atoms in a metallic carbon nanotube, has been noted in an earlier \textit{ab initio} calculation \([32]\). Moreover, we find the Coulomb interaction reduction in the inner tube to be larger than that in the outer tube, in agreement with the intuitive picture since for the outer tube the electric field lines can freely extend outward into the environment, whereas for the inner tube the screening is rather complete. The bare and screened Coulomb potentials, and the phonon-mediated attractive coupling constants, are shown in table A.1 in appendix A.

2.3. Second order renormalization group treatment of the DWCNT system

Usually the metallic CNTs are considered as Luttinger liquid (LL) \([33–39]\), and there are many works on this topic \([29, 40–42]\). However the LL model is valid for the region of electron–electron interaction that is repulsive, as backward scattering is irrelevant in this case.
The LL model represents the fixed point of the RG analysis if interactions between electrons are repulsive. With the consideration of phonon-mediated interaction, however, the net interaction between electrons can be attractive if the Coulomb interaction is well screened. Under this condition, the system will scale to the so-called ‘strong coupling’ fixed point, in which all coupling constants go to infinity if only the first order RG is applied [42–47]. To avoid infinities in coupling constants and the resulting unphysical 1D ‘phase transition’ at finite temperatures [42–49], we employ two-loop RG method [42–47] to analyze the ground state of the DWCNT systems. The method to derive the scaling equations for the coupling constants is described in appendix C.

We consider four types of response functions [42–47]: the charge density wave (CDW) $N$, the spin density wave (SDW) $\chi$, the singlet superconductivity (SS) $\Delta_S$, and the triplet superconductivity (TS) $\Delta_T$. We follow the standard RG treatment to obtain the following scaling equations for these response functions:

$$\frac{d \ln N_n(\omega / E_0)}{d \ln (\omega / E_0)} = \frac{1}{\pi} \frac{\nu}{\nu_F} (2g_n^1 - g_n^2),$$

$$\frac{d \ln \bar{N}_n(\omega / E_0)}{d \ln (\omega / E_0)} = \frac{1}{\pi} \frac{\nu}{\nu_F} (-g_n^2),$$

$$\frac{d \ln \bar{\Delta}_S_n(\omega / E_0)}{d \ln (\omega / E_0)} = \frac{1}{\pi} \frac{\nu}{\nu_F} (g_n^1 + g_n^2),$$

$$\frac{d \ln \bar{\Delta}_T_n(\omega / E_0)}{d \ln (\omega / E_0)} = \frac{1}{\pi} \frac{\nu}{\nu_F} (-g_n^1 + g_n^2).$$

(3)

Here $n$ is the vertex index and the over-bar means the response functions in the equations are actually the auxiliary function of response functions [42–47]. $E_0$ is the cutoff energy used in RG treatment. $\omega < E_0$ is the energy scale or temperature and $\omega \rightarrow 0$ in the scaling process. For the (3,3) CNT, we consider the response functions associated with the vertices $g_{A+A-A+}$ and $g_{A+A-B+B+}$, corresponding to $q = 2k_FA$ and 0, respectively. For the (5,0) CNT, we consider the response functions associated with the vertices $g_{C+C-C-}$ and $g_{D+D-D+}$, corresponding to $q = 0$ in the superconducting channel and $q = 2k_FC$ or $2k_FD$ in the CDW/SDW channels, respectively. As the coupling constants approach their fixed point values, the response functions are power-law divergent, $(\omega / E_0)^X$, as $\omega \rightarrow 0$ and the power exponent $X$ is determined by the right-hand sides of equation (3). Since $X < 0$, it is noted that the larger the absolute value of $X$, the corresponding response function is more divergent in scaling to lower energies. The divergence in response functions signals a phase transition. The most divergent response function determines the ground state of the system, since by definition, the larger the response function implies the larger the order parameter as the result of a small perturbative disturbance. Hence the state with the most divergent response will be what is measured experimentally. An infinite response function means there is a second order phase transition. In our case the response functions diverge at zero temperature, which agrees with the Hohenberg–Mermin theorem [48, 49] that in 1D a phase transition can occur only at $T = 0$. In contrast, first order RG suffers from the unphysical divergence in response functions at finite temperatures.
3. Results and discussion

3.1. Ground state for the armchair \((n,n)@(n+5,n+5)\) DWCNTs

Our results show that for the \((3,3)@(8,8)\), the Coulomb interaction is strongly suppressed at \(q = 0\), by about one magnitude from their bare values. The fixed point is presented in table A.1 in appendix A. The response functions in both the inner \((3,3)\) and the outer \((8,8)\) are the same. The most divergent response function is in the SS channel, \(\Delta_{S}\)A+A−A−A\(+(q = 0) \sim (\omega/E_0)^{-3.28}\), while the next divergent one is in the CDW channel, \(\Delta_{A−}−A−A\(+(q = 2k_{FA}) \sim (\omega/E_0)^{-2.72}\). The behaviors of other response functions are shown in appendix D. It follows that the \((3,3)@(8,8)\) DWCNT should be superconducting at zero temperature because of the screening effect. However, we must note that the energy scale at which that coupling constants reach their fixed-point values is extremely low in this case. In the inner \((3,3)\), the crossing occurs at around \(\ln(\omega/E_0) \sim −12\), while in the outer \((8,8)\) this value is even lower. So it may be difficult to see observable superconductivity in the \((n,n)@(n+5,n+5)\) DWCNT systems in experiment. This is consistent with the result of Cohen and co-worker [19], in which the superconducting transition temperature of \((5,5)@(10,10)\) is estimated to be lower than 1 K.

The reason for such an extremely low transition energy scale is that the PMI is weak. However, if the Coulomb interaction can be further screened by environmental dielectric constant \(\kappa\), then the situation can be different as shown in figure 4(b). For different \(n\) index DWCNTs—\((n,n)@(n+5,n+5)\)—since the PMI and the Coulomb interaction are both inversely proportional to the radius \(R\), we can expect their transition temperatures to be even lower. This is also shown in figure 4(b). The assumption, that \(g_{A+B'}+A'+B\) and \(g_{A−B'}−B\) are prohibited by momentum conservation, is important in our calculations since otherwise such backward scatterings will make the system scale to a CDW ground state. The charge-transfer-induced band structure hence plays an important role in generating a superconducting ground state in the \((n,n)@(n+5,n+5)\) DWCNTs [19].

For comparison with the DWCNTs, we have also calculated the same response functions for a single \((3,3)\) CNT with no outer tube to screen the Coulomb potential. In this case the CDW in the \(q = 2k_{FA}\) channel, \(\Delta_{A−}−A−A\(+(q = 2k_{FA}) \sim (\omega/E_0)^{-5.04}\), is the most divergent. Both the CDW and SS response functions in band A are shown in figure 3(a). We note that the coupling constants fall into their fixed point values at around \(\ln(\omega/E_0) \sim −10\). Therefore in contrast to the \((3,3)@(8,8)\) DWCNT, the ground state order for a single \((3,3)\) CNT is the semiconducting Peierls CDW.

3.2. Ground state for the \((5,0)@(15,0)\) DWCNT

Next we consider the \((5,0)@(15,0)\) DWCNT system. In a free-standing \((5,0)\) CNT, only the CDW/SDW response functions around the nesting vectors \(q = 2k_{FC}\) and \(2k_{FD}\), plus the superconducting response functions around \(q = 0\) need to be considered. As a result, the CDW order around \(q = 2k_{FD}\), \(\Delta_{D−D−D−D\(+(q = 2k_{FD}) \sim (\omega/E_0)^{-10.43}\), is the most divergent, and the SS/TS response function do not diverge at all, hence a single \((5,0)\) CNT is strongly favored to undergo a Peierls transition. This is consistent with the earlier results [1–6, 23].

However if the \((5,0)\) CNT is embedded in a metallic \((15,0)\) CNT, the screening effect again greatly modifies the result. Among response functions the SS response in band D \(\Delta_{S}\)D−D−D−D\(+(q = 0) \sim (\omega/E_0)^{-3.48}\), is the most divergent, while the next divergent one is in the CDW channel, \(\Delta_{D−}−D−D\(+(q = 2k_{FD}) \sim (\omega/E_0)^{-2.52}\). This is shown in figure 3(d). Other
Figure 3. The most divergent CDW and SS response functions calculated under the condition of $\kappa = 2$. The x-axis is the energy scale or temperature, and the scaling direction is from right to left, toward decreasing energy scale. $T \to 0$ K is at $\ln(\omega/E_0) \to -\infty$. The y-axis is the log of response functions’ amplitudes. The case of single-wall (3,3) CNT is shown in (a). It is seen that Peierls distortion/CDW order is always dominant. The case of (3,3)@(8,8) DWCNT (for the (3,3) part) is shown in (b). It is seen that the SS order dominates, but the crossing occurs at very low temperatures. The case of the single-wall (5,0) CNT is shown in (c), and it is seen that the Peierls distortion/CDW order is always dominant. The case of (5,0)@(15,0) (for the (5,0) part) is shown in (d). It is seen that the SS order is the ground state, and the crossing occurs at a relatively higher temperature than that in (b).

response functions’ behaviors are shown in appendix D. It is noted that at higher temperatures (energies), the CDW order is the largest until $\ln(\omega/E_0) \sim -7$, then the SS order dominates. If we estimate the initial cutoff energy to be $\sim$0.1 eV, then $\ln(\omega/E_0) \sim -7$ implies the energy scale to be about 1/1000 of the initial energy cutoff. That means one may expect the appearance of superconducting condensate at $\sim$1 K. Although this temperature is still quite low, higher superconducting temperatures are possible if better screening is provided. For example, with an environment dielectric constant $>2$, or if the DWCNT is embedded in a bundle (such is just the case in [27]). A phase diagram of the relevant crossing energy scale, plotted as a function of $\kappa$, is shown in figure 4(a).

By comparing the phase diagram of the $(n, n)@(n + 5, n + 5)$ and the $(5,0)@(15,0)$ DWCNT, we find that although the $(n, n)@(n + 5, n + 5)$ DWCNTs are superconducting at $T = 0$, the actual crossing temperature at which superconducting order dominates is extremely
Figure 4. The CDW/SS crossing point plotted as a function of environment dielectric constant $\kappa$. (a) is for the case of (5,0)@(15,0) DWCNT and (b) the case of $(n,n)@(n+5,n+5)$ DWCNTs. The $y$-axis is the energy scale $-\ln(\omega/E_0)$, and the temperature $T \to 0$ as $y \to \infty$. The dots denote the crossing points at which the SS order exceeds the CDW order, below which (temperature) we can expect superconducting behavior. In (5,0)@(15,0) DWCNT, if $\kappa$ is large, we can expect a higher superconducting transition temperature, while in $(n,n)@(n+5,n+5)$, such crossing points are at extremely low temperatures. The color dots and lines in (b) stand for different DWCNTs: black squares denote (3,3)@(8,8), red circles denote (4,4)@(9,9), blue triangles denote (5,5)@(10,10) and dark green triangles denote (6,6)@(11,11).

In conclusion, we find that in (3,3)@(8,8) and (5,0)@(15,0) DWCNTs, the outer tube can stabilize the inner tube against the Peierls distortion, so that the ground state of the inner tube is superconducting. This is in contrast to single (3,3) and (5,0) CNTs, which are strongly favored to undergo a Peierls transition and hence will have a semiconducting ground state.

By considering two types of chiralities, we have found that (i) screening is the common mechanism for inducing the superconducting ground state, and (ii) the strength of
electron–phonon interaction is the distinguishing feature for determining the widely different transition temperatures. In future, if there are first-principle calculations that can provide the initial values for other types of chiral carbon nanotubes, the same method can be applied to determine the stability of the superconducting ground state as well. However, that is not expected to alter the two conclusions stated above. Furthermore, it is noted that our result provides a reasonable explanation for the high percentage of metallic DWCNTs observed to be superconducting at low temperatures [27]. The significant difference in the crossover energy for the armchair versus zigzag metallic DWCNTs also supports the observed broad distribution in the transition temperature [27].
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Appendix A. Definition of coupling constants, initial values and fixed points

By taking into account momentum conservation, we identify 8 interaction vertices in the (3,3)@(8,8) DWCNT and 12 interaction vertices in the (5,0)@(15,0) DWCNT. In the (3,3)@(8,8), the 3 interaction vertices are the inner tube ones—\(g_{A+}A-A-A_{+}, g_{A}B+B+A_{+}, g_{A}A-A_{+}B-B\), 3 are from the outer tube—\(g_{A+}A'-A'-A_{+}', g_{A}B'+B'+A_{+}', g_{A}A'-B'-B_{+}'\) and 2 are from the inter-tube coupling vertices—\(g_{A+}A-A_{+}A_{+}', g_{A}B+B+A_{+}'. \) Since we assume the tunneling between inner and outer tubes to be negligible, the corresponding two coupling constants vanish. Also, the backward scatterings \(g_{A+}A'+A'B+\) and \(g_{A+}A'B_{+}B\) between the inner and outer tubes are prohibited by momentum conservation. The momentum transfer between \(A_{+}, B_{+}\) is not the same as between \(A_{+}', B_{+}'. \) This is because the Dirac points of inner and outer tubes are slightly different in energy. With two coupling constants per vertex, hence in (3,3)@(8,8) there are a total of 14 non-zero coupling constants. Similarly, in the (5,0)@(15,0) DWCNT there are a total of 21 non-zero coupling constants, with 12 from the inner tube vertices, 6 from the outer tube vertices, and 3 from inter-tube coupling.

Appendix B. Evaluation of the polarizability

The polarizability of a 1D electron gas is given by

\[
\Pi(q) = \frac{2}{L} \sum_{k} \frac{f(\varepsilon_{k+q}) - f(\varepsilon_{k})}{\varepsilon_{k+q} - \varepsilon_{k}}. \tag{B.1}
\]

Here \(L = Na\) is the length of CNT, \(a\) is the lattice constant, \(N\) being the number of cells inside the 1D metal, \(f\) denotes the Fermi distribution function and \(\varepsilon_{k}\) is the energy dispersion of the band. Hence, alternatively, we write

\[
\Pi(q) = \frac{2}{2\pi} \left( \frac{2\pi}{Na} \right) \sum_{k} \frac{f(\varepsilon_{k+q}) - f(\varepsilon_{k})}{\varepsilon_{k+q} - \varepsilon_{k}}. \tag{B.2}
\]
Table A.1. The initial values adapted in the scaling equations and the corresponding fixed points. For individual (3,3) and (5,0) CNTs, we used the bare values plus the phonon mediated values; while for DWCNTs we used the screened values plus phonon-mediated values. Our initial values are based on the estimates from [24, 25]. For (3,3) and (5,0) CNTs, the initial values are directly adapted from [24, 25], obtained from tight-banding calculations. The electron–phonon interaction of (3,3) is estimated from ab initio calculations from [1] For (8,8) CNT and other \((n,n)\) CNTs, the initial values can be calculated with the corresponding (3,3) ones using the relation \(g \sim 1/R\). For (15,0), whose initial coupling constants are not given in [24, 25], we have used the method described in [28] and appendix E in [30] to calculate the initial values.

<table>
<thead>
<tr>
<th></th>
<th>Single CNT</th>
<th></th>
<th>Double-wall CNT</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>case initial</td>
<td></td>
<td>case initial</td>
<td></td>
</tr>
<tr>
<td></td>
<td>values: (bare</td>
<td></td>
<td>values: (screened</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coulomb</td>
<td></td>
<td>potential+PMI)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>potential+PMI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fixed points</td>
<td></td>
<td>Fixed points</td>
<td></td>
</tr>
<tr>
<td>(V_{ii}) in (3,3) CNT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g_{A+A-A-A}^{2}/v_{FA})</td>
<td>15.97/(\kappa - 0.05)</td>
<td>3.27</td>
<td>0.68 - 0.05</td>
<td>-4.01</td>
</tr>
<tr>
<td>(g_{A+B+B+A}^{2}/v_{FA})</td>
<td>15.97/(\kappa - 0.05)</td>
<td>9.56</td>
<td>0.68 - 0.05</td>
<td>2.27</td>
</tr>
<tr>
<td>Backscattering in (3,3) CNT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g_{A+A-A-A}^{1}/v_{FA})</td>
<td>0.06/(\kappa - 0.3)</td>
<td>-6.28</td>
<td>0.06/(\kappa - 0.3)</td>
<td>-6.28</td>
</tr>
<tr>
<td>(g_{A+B+B+A}^{1}/v_{FA})</td>
<td>0.23/(\kappa - 0.05)</td>
<td>0</td>
<td>0.23/(\kappa - 0.05)</td>
<td>0</td>
</tr>
<tr>
<td>(g_{A+A-A-B-B}^{1}/v_{FA})</td>
<td>0.23/(\kappa - 0.05)</td>
<td>-6.28</td>
<td>0.23/(\kappa - 0.05)</td>
<td>-6.28</td>
</tr>
<tr>
<td>(V_{oo}) in (8,8) CNT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g_{A+A-A-A}^{2}/v_{FA} (V_{oo}))</td>
<td>13.73/(\kappa - 0.019)</td>
<td>N/A</td>
<td>0.70 - 0.019</td>
<td>-4.01</td>
</tr>
<tr>
<td>(g_{A+B+B+A}^{2}/v_{FA} (V_{oo}))</td>
<td>13.73/(\kappa - 0.019)</td>
<td>N/A</td>
<td>0.70 - 0.019</td>
<td>2.27</td>
</tr>
<tr>
<td>Backscattering in (8,8) CNT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g_{A+A-A-A}^{1}/v_{FA})</td>
<td>0.022/(\kappa - 0.11)</td>
<td>N/A</td>
<td>0.022/(\kappa - 0.11)</td>
<td>-6.28</td>
</tr>
<tr>
<td>(g_{A+B+B-B}^{1}/v_{FA})</td>
<td>0.086/(\kappa - 0.019)</td>
<td>N/A</td>
<td>0.086/(\kappa - 0.019)</td>
<td>0</td>
</tr>
<tr>
<td>(g_{A+B+B+A}^{1}/v_{FA})</td>
<td>0.086/(\kappa - 0.019)</td>
<td>N/A</td>
<td>0.086/(\kappa - 0.019)</td>
<td>-6.28</td>
</tr>
<tr>
<td>(V_{oo}, V_{oo}) in (3,3)@(8,8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g_{A+A-A-A}^{2}/v_{FA}, g_{A+B+B+A}^{2}/v_{FA})</td>
<td>13.25/(\kappa)</td>
<td>N/A</td>
<td>0.73, 0.87(^{a})</td>
<td>0.73</td>
</tr>
<tr>
<td>(V_{ii}) in (5,0) CNT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(g_{C+C-C-C}^{2}/v_{FC}, g_{C+D+D+C}^{2}/v_{FC})</td>
<td>50.83/(\kappa)</td>
<td>26.47</td>
<td>0.58</td>
<td>1.63</td>
</tr>
</tbody>
</table>

\(^{a}\)For each potential+PMI point, two initial values are given, depending on whether or not the potential+PMI terms are taken into account.
Table A.1. (Continued.)

<table>
<thead>
<tr>
<th>Backscattering in (5,0) CNT</th>
<th>Backscattering in (5,0) CNT, in (5,0)@(15,0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{D+D-D+D}^2/\nu_{FC}$</td>
<td>50.83/κ</td>
</tr>
<tr>
<td>$g_{C+C-C-C}^2/\nu_{FC}$</td>
<td>20.18</td>
</tr>
<tr>
<td>$g_{C+C-C-C}^1/\nu_{FC}$</td>
<td>0.58</td>
</tr>
<tr>
<td>$g_{C+C-C-C}^1/\nu_{FC}$</td>
<td>−4.65</td>
</tr>
</tbody>
</table>

$V_{\infty}$ in (15,0) CNT

<table>
<thead>
<tr>
<th>$g_{E+E-E+E}^2/\nu_{FC}$</th>
<th>43.89/κ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{E+E-E+E}^1/\nu_{FC}$</td>
<td>N/A</td>
</tr>
<tr>
<td>$g_{E+E-E+E}^1/\nu_{FC}$</td>
<td>1.16/κ</td>
</tr>
<tr>
<td>$g_{E+E-E+E}^1/\nu_{FC}$</td>
<td>N/A</td>
</tr>
<tr>
<td>$g_{E+E-E+E}^1/\nu_{FC}$</td>
<td>1.16/κ</td>
</tr>
<tr>
<td>$g_{E+E-E+E}^1/\nu_{FC}$</td>
<td>N/A</td>
</tr>
<tr>
<td>$g_{E+E-E+E}^1/\nu_{FC}$</td>
<td>1.16/κ</td>
</tr>
<tr>
<td>$g_{E+E-E+E}^1/\nu_{FC}$</td>
<td>N/A</td>
</tr>
<tr>
<td>$g_{E+E-E+E}^1/\nu_{FC}$</td>
<td>6.28</td>
</tr>
<tr>
<td>$V_{\infty}$ in (5,0)@(15,0)</td>
<td>65.28</td>
</tr>
<tr>
<td>$V_{\infty}$ in (5,0)@(15,0)</td>
<td>0.00</td>
</tr>
<tr>
<td>$V_{\infty}$ in (5,0)@(15,0)</td>
<td>65.28</td>
</tr>
<tr>
<td>$V_{\infty}$ in (5,0)@(15,0)</td>
<td>0.00</td>
</tr>
</tbody>
</table>

$^a$ The screened values of $V_{\infty}$ and $V_{\infty}$ are not the same, since the former corresponds to the inner tube while the latter corresponds to the outer tube.

Since $2\pi/\alpha$ is the Brillouin zone, the term inside the bracket is just the minimum difference in momentum, $dk$. So the summation over $k$ can be replaced by an integral:

$$\Pi(q) = \frac{2}{2\pi} \int_k \frac{f(\varepsilon_{k+q}) - f(\varepsilon_k)}{\varepsilon_{k+q} - \varepsilon_k} \, dk.$$ (B.3)

First consider the states around $+k_F$. Here we have: $\varepsilon_{k+q} = \nu_F(k + q - k_F)$, $\varepsilon_k = \nu_F(k - k_F)$, and since the Fermi–Dirac distribution function can be simplified to step function, $f(E) = 1 - \theta(E)$, it follows that

$$\Pi(q) = \frac{2}{2\pi} \int_k \frac{\nu_F(k + q - k_F) - \nu_F(k - k_F)}{\nu_F(k + q - k_F) - \nu_F(k - k_F)} \, dk$$

$$= \frac{2}{2\pi} \int_k \frac{-\theta(\nu_F(k + q - k_F)) + \theta(\nu_F(k - k_F))}{\nu_F q} \, dk.$$ (B.4)
This integral is easy to perform. Around $+k_F$, the integral is only non-zero if $k < k_F$ and $q > 0$:

$$\Pi(q) = \frac{2}{2\pi} \int_{k=k_F-q}^{k=k_F} -\frac{\omega}{\nu_{F}(k+q-k_F)} + \theta \left( \frac{\omega}{\nu_{F}(k-k_F)} \right) dk = -\frac{2}{2\pi} \frac{k}{\nu_{F}q} \bigg|_{k=k_F-q}^{k_F} = \frac{-2}{2\pi} \frac{1}{\nu_{F}}. \quad (B.5)$$

For $k > k_F$ and $q < 0$, we have

$$\Pi(q) = \frac{2}{2\pi} \int_{k=k_F}^{k=k_F-q} -\frac{\omega}{\nu_{F}(k+q-k_F)} + \theta \left( \frac{\omega}{\nu_{F}(k-k_F)} \right) dk = -\frac{2}{2\pi} \frac{k}{\nu_{F}q} \bigg|_{k=k_F}^{k_F-q} = \frac{-2}{2\pi} \frac{1}{\nu_{F}}. \quad (B.6)$$

Hence the result is $\Pi(q) = -\frac{1}{\pi
\nu_{F}}$. Because the integral over $k$ should also include the states around $-k_F$, this result should be doubled. Therefore we get the final answer: $\Pi(q) = -\frac{2}{\pi \nu_{F}}$.

**Appendix C. Derivation of scaling equations**

The two-loop RG is a powerful method in treating divergent diagrams in perturbation expansion of interaction vertices. Such perturbation expansion of the interaction vertices is performed up to two-loop order, which will generate $g^2 \ln(\omega/E_0)$ and $g^3 \ln(\omega/E_0)$ terms after integrating the internal momentum and energy variables, which can be seen to diverge as the energy $\omega$ (or temperature) decreases to zero. Here $E$ denotes the cutoff energy. Renormalization scales the cutoff energy $E_0$ to a smaller value $E'_0$. To maintain the physical properties unchanged, all states between $E_0$ and $E'_0$ should be integrated over, with the effect of these eliminated states grouped into the renormalization of the coupling constants. Such scaling equations for the coupling constants dictate their behavior as the cutoff energy $(\ln(\omega/E_0))$ decreases towards zero.

Following the standard multiplicative RG method [42–47], the scaling equations for the electron–electron coupling constants are as follows:

$$g_n^{m,n} \tilde{\Gamma}_n \left( \frac{k}{k_0}, \frac{\omega}{E_0}, g_n^i \right) d_m \left( \frac{k}{k_0}, \frac{\omega}{E_0}, g_n^i \right) = g_n^{m,n} \tilde{\Gamma}_n \left( \frac{k}{k_0}, \frac{\omega}{E_0}, g_n^i \right) d_m \left( \frac{k}{k_0}, \frac{\omega}{E_0}, g_n^i \right), \quad (C.1)$$

$$\Gamma_{\alpha\beta\gamma\delta} (k, \omega) = g_n^{1,1} \tilde{\Gamma}_n \left( \frac{k}{k_0}, \frac{\omega}{E_0} \right) \delta_{\alpha\gamma} \delta_{\beta\delta} - g_n^{2,2} \tilde{\Gamma}_n \left( \frac{k}{k_0}, \frac{\omega}{E_0} \right) \delta_{\alpha\delta} \delta_{\beta\gamma}, \quad (C.2)$$

$$G_{m}(k, \omega) = d_m \left( \frac{k}{k_0}, \frac{\omega}{E_0} \right) G^{(0)}_{m}(k, \omega). \quad (C.3)$$

Here $g_n^i$ and $g_n^{i'}$ stand for coupling constants with scaled and original energy cutoff, respectively. The dimensionless interaction vertices $\tilde{\Gamma}_n$ used in equation (C.1) are defined in equation (C.2), and the dimensionless Green’s functions $d_m \ (m = A, B, \ldots, E, E')$ are defined in equation (C.3). The $G_{m}$ and $G^{(0)}_{m}$ are dressed and free particle Green’s function, respectively. The scaling equations (C.1)–(C.3) describe the change in the coupling constants as the energy cutoff $E_0$ scales to a smaller value $E'_0$. With this method, we can perform RG analysis up to any order. This point is important, as we have pointed out that the first order RG is insufficient to obtain reliable results in the attractive region. Hence in this work the vertices and self-energy of electron Green’s functions are expanded up to two loops, as shown in figures C.1 and C.2. Collecting all possible diagrams in figures C.1 and C.2, and substitute them into equations

Figure C.1. Expansion of the interaction vertices. The ‘+’ and ‘−’ signs denote right-moving and left-moving electrons, respectively. For the first order RG, only diagrams in (a) and (b) are taken into account; while for the second order RG, we need to consider those in (c) and (d) as well. Such new diagrams eliminate the divergence in the coupling constants, and eliminate the unphysical ‘phase transition’ in the first order RG.

Figure C.2. The self-energy of electron Green’s function taken into account in the second order RG. With such diagrams, dimensionless Green’s functions $d_m$ can be calculated.

(C.1)–(C.3), the RG scaling equations are obtained. In our derivation the differences in the Fermi velocities of the different CNTs are neglected, since in two-loop RG the difference is continuously reduced in the scaling process [23, 47].

The detailed RG equations are similar to those presented in [23], hence they will not be repeated here. The scaling equations for the inner $(n,n)$ CNT and the outer $(n+5,n+5)$ CNT are the same, and the coupling constants of the inner tube are actually decoupled from the outer tube. The inter-tube couplings cancel each other due to our initial setting. The existence of the outer tube plays a simple role: it reduces the initial values of the forward scattering coupling constants. In both DWCNT systems, we find that the inter-tube couplings are only associated with the second order terms, i.e. the $g^3 \ln(\omega/E_0)$ terms. This is because the first order terms (the $g^2 \ln(\omega/E_0)$ ones) are only associated with inter-tube tunneling, which is considered to be negligible in our case. With second order scaling equations, we are able to calculate the response functions and the ground state properties.
Figure D.1. The response functions of (a) single (3,3) CNT, (b) (3,3) inside (3,3)@(8,8) DWCNT, (c) single (5,0) CNT and (d) (5,0) inside (5,0)@(15,0) DWCNT, evaluated at $\kappa = 2$.

Appendix D. The response functions

Here we show all four types of response functions, namely the CDW, the SDW, the SS and the TS in single (3,3) and (5,0) CNTs, as well as those associated with the inner tube for the (3,3)@(8,8) and (5,0)@(15,0) DWCNTs (figure D.1).

For the (3,3)@(8,8) DWCNT, under the condition $\omega \to 0$, for CDW order in both the inner and outer response functions scales as $N_{A+B+B'+A'}(q = 0) \sim (\omega/E_0)^{-0.72}$ and $N_{A+A-A-A}(q = 2k_{FA}) \sim (\omega/E_0)^{-2.72}$, while for the SDW channel we have $\chi_{A+B+B'+A'}(q = 0) \sim (\omega/E_0)^{-0.72}$ and $\chi_{A+A-A-A}(q = 2k_{FA}) \sim (\omega/E_0)^{1.28}$. For the SS channel, we have $\Delta_{S,A+B+B'+A'}(q = 2k_{FA}) \sim (\omega/E_0)^{0.72}$ and $\Delta_{S,A+A-A-A}(q = 0) \sim (\omega/E_0)^{-3.28}$, and for the TS channel, $\Delta_{T,A+B+B'+A'}(q = 2k_{FA}) \sim (\omega/E_0)^{0.72}$ and $\Delta_{T,A+A-A-A}(q = 0) \sim (\omega/E_0)^{0.72}$. Hence the most divergent response function is the SS at $q = 0$ in band A.

For the individual (3,3) CNT, the results are as follows. For the $q \sim 0$ fluctuations, the response function for the CDW order is $N_{A+B+B'+A'}(q = 0) \sim (\omega/E_0)^{-3.04}$, for SDW order is $\chi_{A+B+B'+A'}(q = 0) \sim (\omega/E_0)^{-3.04}$, while for singlet and TS the response functions scale as $\Delta_{S,A+B+B'+A'}(q = 0) \sim (\omega/E_0)^{3.04}$ and $\Delta_{T,A+B+B'+A'}(q = 0) \sim (\omega/E_0)^{3.04}$, respectively. For $q \sim 2k_{FA}$ fluctuations, the corresponding response functions are: for CDW order, $N_{A+A-A-A}(q = 2k_{FA}) \sim (\omega/E_0)^{-3.04}$, for the SDW order, $\chi_{A+A-A-A}(q = 2k_{FA}) \sim (\omega/E_0)^{1.04}$, for singlet and TS response functions, $\Delta_{S,A+A-A-A}(q = 2k_{FA}) \sim (\omega/E_0)^{0.96}$ and $\Delta_{T,A+A-A-A}(q = 2k_{FA}) \sim (\omega/E_0)^{3.04}$.
For the individual (5,0) CNT, the response functions scaling are as follows: $N_{C\rangle C\rangle C\rangle C\rangle}(q = 2k_{FC}) \sim (\omega/E_0)^{-0.43}$, $N_{D\rangle D\rangle D\rangle D\rangle}(q = 2k_{FD}) \sim (\omega/E_0)^{-0.43}$, $\chi_{C\rangle C\rangle C\rangle C\rangle}(q = 2k_{FC}) \sim (\omega/E_0)^{-0.43}$ and $\chi_{D\rangle D\rangle D\rangle D\rangle}(q = 2k_{FD}) \sim (\omega/E_0)^{-0.43}$. The superconducting responses with the same nesting vectors are $\Delta_{S\rangle C\rangle C\rangle C\rangle\rangle}(q = 0) \sim (\omega/E_0)^{0.43}$, $\Delta_{S\rangle D\rangle D\rangle D\rangle\rangle}(q = 0) \sim (\omega/E_0)^{0.43}$, $\Delta_{T\rangle C\rangle C\rangle C\rangle\rangle}(q = 0) \sim (\omega/E_0)^{0.43}$ and $\Delta_{T\rangle D\rangle D\rangle D\rangle\rangle}(q = 0) \sim (\omega/E_0)^{0.43}$.

For the (5,0)@(15,0) DWCNT, we have for the CDW orders in the inner (5,0): $N_{C\rangle C\rangle C\rangle C\rangle\rangle}(q = 2k_{FC}) \sim (\omega/E_0)^{-0.52}$, $N_{D\rangle D\rangle D\rangle D\rangle\rangle}(q = 2k_{FD}) \sim (\omega/E_0)^{-2.52}$, and in the outer (15,0): $N_{E\rangle E\rangle E\rangle E\rangle\rangle\rangle\rangle\rangle}\rangle\rangle\rangle\rangle\rangle(\omega/E_0)^{-0.85}$. For the SS channel, we have $\Delta_{S\rangle C\rangle C\rangle C\rangle\rangle\rangle\rangle\rangle\rangle\rangle}(q = 0) \sim (\omega/E_0)^{0.52}$, $\Delta_{S\rangle D\rangle D\rangle D\rangle\rangle\rangle\rangle\rangle\rangle\rangle}(q = 0) \sim (\omega/E_0)^{-3.48}$, and $\Delta_{S\rangle E\rangle E\rangle E\rangle\rangle\rangle\rangle\rangle\rangle\rangle\rangle\rangle\rangle}(q = 0) \sim (\omega/E_0)^{0.85}$.
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