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We give an up-to-date review of the superconducting phenomena in 4-Angstrom carbon nanotubes

embedded in aligned linear pores of the AlPO4-5 (AFI) zeolite, first discovered in 2001 as a fluctuation

Meissner effect. With the introduction of a new approach to sample synthesis around 2007, new data

confirming the superconductivity have been obtained. These comprise electrical, specific heat, and

magnetic measurements which together yield a consistent yet complex physical picture of the

superconducting state, largely owing to the one-dimensional (1D) nature of the 4-Angstrom carbon

nanotubes. For the electrical transport characteristics, two types of superconducting resistive behaviors

were reproducibly observed in different samples. The first type is the quasi 1D fluctuation

superconductivity that exhibits a smooth resistance drop with decreasing temperature, initiating at 15

K. At low temperatures the differential resistance also shows a smooth increase with increasing bias

current (voltage). Both are unaffected by an applied magnetic field up to 11 Tesla. These manifestations

are shown to be consistent with those of a quasi 1D superconductor with thermally activated phase slips

as predicted by the Langer–Ambegaokar–McCumber–Halperin (LAMH) theory. The second type is

the quasi 1D to 3D superconducting crossover transition, which was observed to initiate at 15 K with

a slow resistance decrease switching to a sharp order of magnitude drop at �7.5 K. The latter exhibits

anisotropic magnetic field dependence and is attributed to a Berezinskii–Kosterlitz–Thouless (BKT)-

like transition that establishes quasi-long-range order in the plane transverse to the c-axis of the aligned

nanotubes, thereby mediating a 1D to 3D crossover. The electrical data are complemented by magnetic

and thermal specific heat bulk measurements. By using both the SQUID VSM and the magnetic torque

technique, the onset of diamagnetism was observed to occur at �15 K, with a rapid increase of the
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diamagnetic moment below �7 K. The zero-field-cooled and field-cooled branches deviated from each

other below 7 K, indicating the establishment of a 3D Meissner state with macroscopic phase

coherence. The superconductivity is further supported by the specific heat measurements, which show

an anomaly with onset at 15 K and a peak at 11–12 K. In the 3D superconducting state, the nanotube

arrays constitute a type-II anisotropic superconductor withHc1z 60 to 150 Oe, coherence length xz 5

to 15 nm, London penetration length l z 1.5 mm, and Ginzburg–Landau k z 100. We give a physical

interpretation to the observed phenomena and note the challenges and prospects ahead.
1. Introduction

The discovery of carbon nanotubes (CNTs)1,2 has attracted

global attention mainly owing to the novel structural, mechanical

and electronic properties of this unique material system.3–10

Among these properties, intrinsic superconductivity in CNTs has

been a topic of the most intriguing interest. In contrast to high Tc

superconductivity where the focus is on the high transition

temperature, nanotube superconductivity is intriguing mainly

because of the ‘‘near impossibility’’ of such a scenario. First,

carbon is not known to be a superconducting element. Hence for

CNTs to be superconducting the geometric shape of the nano-

tubes and their one dimensional (1D) character must play a role.

That by itself would be unprecedented in the sense that one can

make a material superconducting by nano-structuring. Second,

even if the CNTs can have superconducting tendencies, the

manifestation of superconductivity should be quenched by the

long wavelength thermal fluctuations as dictated by the Hohen-

berg–Mermin Theorem for 1D systems,11,12 as well as by the

competing mechanism of the Peierls distortion that favors

a semiconducting ground state.13 Thus in spite of the theoretical

prediction that small CNTs can be potential superconductors,

owing to the curvature effect that opens the electron–phonon

interaction channels,14 early experimental results reported for

different CNT systems15–18 were greeted with skepticism. Other

than the above-stated reasons, this is because only three groups

have observed superconductivity in carbon nanotubes,15,17,18 and

even for these three groups no consistent sets of data, which
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should comprise electrical, magnetic, and thermal specific heat

measurements, were obtained until recently.19–21

This review serves to gather all the experimental evidence for

superconductivity in one type of carbon nanotube—the 4-

Angstrom single-walled carbon nanotubes (SWNTs) embedded

in AlPO4-5 zeolite template. The experimental data offer some

answers to how the superconductivity can appear in spite of the

various above-stated obstacles. The physical picture that emerges

is a fairly complex one showing fluctuating quasi 1D super-

conducting behavior initiating at 15 K with a crossover to 3D

superconductivity via coupling between the aligned nanotubes20

at around 6–7.5 K. This picture is supported by the consistency

of the electrical, magnetic, and thermal data.19–21 In the 3D

superconducting state, the nanotube arrays constitute a type-II,

anisotropic superconductor with aHc1 ¼ 60–150 Oe, a coherence

length xz 5 to 15 nm, a London penetration length lz 1.5 mm,

and a Ginzburg–Landau k z 100.

In what follows, Section 2 introduces the 4-Angstrom SWNTs

and the early discovery of superconductivity in this system, evi-

denced by the fluctuation Meissner effect with a mean field

critical temperature of 15 K.15 We include in Section 2 a brief

review of the relevant theoretical works stimulated by this first

observation. In Section 3 we summarize the experimental

observations of intrinsic superconductivity in other CNT

systems. Section 4 presents the new approach of sample synthesis

and the related characterizations of the samples fabricated. This

is followed by a description of the electrical measurements and

their physical interpretation in Section 5. Sections 6 and 7 present
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the results of the bulk magnetic and thermal specific heat

measurements, which display consistency with the electrical data.

In Section 8 we conclude by addressing, in light of the results

presented, some often-raised issues as well as stating the chal-

lenges and future prospects.

Three appendices follow the main text. For the purpose of easy

access we summarize in Appendix A the superconducting

parameter values deduced from the electrical, magnetic, and

thermal specific heat measurements. Appendix B presents

a heuristic description of the Hohenberg–Mermin Theorem11,12

(on the effect of thermal fluctuations) and the Peierls distortion,13

both important competing mechanisms against nanotube

superconductivity. A brief account of the theory of the 1D

superconductor, based on the Ginzburg–Landau equation, is

given in Appendix C.
2. Basic characteristics of 4-Angstrom carbon
nanotubes

2.1. Structure and geometry

Discovered in 1999, 4-Angstrom SWNTs constitute the smallest

CNTs in the world.22,23 The 4-Angstrom SWNTs are embedded

in the linear channels of AlPO4-5 zeolite crystal (IUPA code:

AFI), which is a member of the aluminophosphate zeolite family.

As illustrated in Fig. 1a, the AFI framework consists of alter-

nating tetrahedral (AlO4)
� and (PO4)

+ units that form parallel,

open, linear channels with a triangular lattice structure in the ab

plane perpendicular to the channel axis direction, denoted the c-

axis. The inner diameter of the 12-sided-ring channel is 0.73 nm

after discounting the size of the oxygen atoms lining the walls,

and the distance between two neighboring parallel channels is

1.37 nm. The AFI single crystals are grown by hydrothermal

synthesis in Teflon-lined autoclaves,24 and Fig. 1b shows an
Fig. 1 (a) The framework structure of the AFI crystal viewed along the

c-axis. (b) Optical image of pure AFI crystals. (c) Optical image of AFI

zeolite crystals with embedded SWNTs.

This journal is ª The Royal Society of Chemistry 2012
optical image of pure AFI crystals, which are transparent with

a typical size of 100 � 100 � 500 mm3. In the process of growing

the AFI crystals, the TPA (tripropylamine) molecules are

encapsulated in the channels of the AFI crystals as precursors.

The old method of growing 4-Angstrom SWNTs was to heat the

AFI crystals in vacuum at 580 �C for several hours, and some

carbon atoms from the decomposition of the TPA molecules

formed 4-Angstrom SWNTs, owing to the weak catalytic effect

of the AFI crystals. An optical image of the AFI crystals with

embedded SWNTs is shown in Fig. 1c. These crystals have been

shown to exhibit strong optical anisotropy.22

The SWNTs were observed by high resolution transmission

electron microscopy (HRTEM) after dissolving the AFI frame-

work.23 Fig. 2 shows a typical HRTEM image. There are two

main types of morphology in the image: One type comprises the

highly curved, raft-like graphite stripes indicated by ‘‘G’’, and

others are the paired dark narrow long fingers of ultrathin

SWNTs indicated by ‘‘T’’. By using the {002} spacing of the

graphite (in the same image) as the internal reference, the

diameter of the SWNTs was determined to be 0.42 � 0.2 nm.

Since the inner diameter of the AFI channel is 0.73 nm, and if we

take the separation between the graphite sheets, 0.34 nm, as the

distance between the SWNTs and the oxygen atoms lining the

channel wall, then the diameter of the SWNTs should be 0.39

nm. This value is in good agreement with the HRTEM result. A

value of the nanotube diameter, about 4 Angstroms, was also

obtained by X-ray scattering experiments using synchrotron

radiation.25
2.2. Raman characteristics

With such a small diameter, there are only three possible CNTs:

(4,2), (5,0) and (3,3). It is well known that the radial breathing

mode (RBM) in the Raman spectra is often useful for identifying

the existence of the CNTs as well as their diameters.26 As shown

in Fig. 3, Raman spectrum of the 4-Angstrom carbon nanotubes

is characterized by three significant peaks at 510 cm�1, 550 cm�1,

580 cm�1 in the RBM region, attributable to the (4,2), (5,0) and

(3,3) nanotubes, respectively.27 It is noted that the D band splits

into three major peaks, a phenomenon which still remains

unexplained. It should be noted that the large curvature of the

ultra-small SWNTs introduces a re-hybridization of the s* and

p* bands, thereby leading to a softening of the RBM mode.28
Fig. 2 HRTEM image of 4-Angstrom SWNTs. Adapted from ref. 23.

Nanoscale, 2012, 4, 21–41 | 23



Fig. 3 The Raman spectrum of 4-Angstrom SWNTs for ZZ polarization

configuration.

Fig. 4 Normalized anisotropic component of the magnetic susceptibility

for the aligned 4-Angstrom SWNTs embedded in AFI zeolite crystals.

The solid symbols are experimental data and the open symbols are

theory. Inset shows the magnetization density of pure AFI crystals

(curve 1) and SWNTs@AFI composite (curve 2) under a 2000 Oe

magnetic field. Adapted from ref. 15.
This hybridization of the s* and p* bands also greatly affects the

electronic band structure of the nanotubes. To get an accurate

band structure of the three types of 4-Angstrom carbon nano-

tubes, ab initio calculations have been performed by using a plane

wave pseudopotential formulation within the framework of local

density approximation (LDA).29 The (5,0) nanotube is found to

be metallic, and the density of state (DOS) at the Fermi level is

fairly large (0.35 states/eV per atom), making it a potential 1D

superconductor. The (3,3) tube is metallic as required by

symmetry considerations, and the (4,2) tube is semiconducting

with a small indirect band gap of 0.2 eV. The superconducting

behavior is attributed to the (5,0) carbon nanotubes.

The imaginary part of the dielectric function for the SWNTs

was calculated by the same ab initio calculations, as optical dipole

transitions can occur between the van Hove singularities with

specific selection rules. The resulting predictions agreed well with

the polarized absorption results.22
2.3. First observation of superconductivity

The fluctuation Meissner effect was observed15 in the 4-

Angstrom SWNTs in 2001, shown in Fig. 4. In that experiment,

two samples were prepared: sample A consisted of pure AFI

crystals (with empty pores) while sample B consisted of similar

crystallites with embedded SWNTs. The crystallites in both

samples were aligned to form a parallel array. Sample A showed

a small, temperature independent diamagnetic signal together

with a paramagnetic component. Both were isotropic with

respect to the applied magnetic field. In contrast, sample B’s

magnetization exhibited anisotropy. Fig. 4 shows the anisotropic

component of the magnetic susceptibility after subtracting the

pure AFI crystals’ contribution. A temperature dependent

(anisotropic) diamagnetism can be clearly seen below 10 K, and

this is monotonically suppressed with increasing magnetic field.

This result is in agreement with the Meissner effect of quasi 1D

fluctuation superconductivity.15 Phenomenological calculations

were carried out using the Ginzburg–Landau formalism, and the

results are shown in Fig. 4 by open circles with the fitting

parameters of a mean field Tc ¼ 15 K and an effective electron
24 | Nanoscale, 2012, 4, 21–41
mass of 0.36 times the bare electron mass. It is noted that this

effective electron mass is fairly close to the value estimated with

the LDA calculations for the (5,0) nanotube but differs signifi-

cantly from the (3,3) nanotube. Also, the strong anisotropy in the

measured results excludes the possibility that the magnetic signal

originated from isotropic magnetic impurities.

2.4. Relevant theoretical studies

The first report of superconductivity in 4 �A SWNTs has stimu-

lated theoretical investigations focused on the competition

between superconductivity and Peierls distortion instability in

single (3,3) and (5,0) nanotubes, both of which are 4-Angstrom in

diameter and metallic in character. A fully ab initio calculation of

lattice dynamics and electron–phonon coupling for a (3,3)

nanotube was performed with density functional perturbation

theory (DFT). Softening of the phonons (q ¼ 2kF) was found

with a mean-field Peierls transition temperature of 240 K.30 The

authors also used the same method to investigate the electron

doping effect on the (3,3) nanotube and found the super-

conducting tendency to be substantially enhanced with respect to

the pristine case.31 However, the Peierls instability still has

a higher transition temperature than that of the superconducting

transition. Similar results were also obtained by another DFT

calculation on the (5,0) nanotube, which found that the increase

of the electron–phonon coupling with decreasing radius can lead

to a Peierls transition above the room temperature,32 induced by

an acoustic long wavelength squashing mode. In contrast, a self-

consistent tight binding calculation on the (5,0) nanotube led to

the prediction of superconductivity with the consideration of

electron–electron Coulomb interaction. In particular, the Peierls

transition was found to be suppressed to an unobservable low

temperature regime and a superconducting transition
This journal is ª The Royal Society of Chemistry 2012



temperature of �1 K was obtained.33 Through renormalization

group calculations, Kamide et al. obtained the phase diagram by

calculating the temperature-dependent correlation functions for

superconductivity and Peierls distortion in a single (5,0) nano-

tube. They found the superconductivity to be dominant at low

temperatures if the electron–phonon interaction is strong

enough.34 The possibility of triplet superconductivity fluctua-

tions was also suggested for the (5,0) nanotube, owing to the

specific three-band model35 that is applicable to the (5,0) band

structure near the Fermi level.

While the above theoretical investigations have focused on the

behavior of a single nanotube, Gonzalez and Perfetto considered

the dielectric screening effect on the electron–electron Coulomb

interaction and the net effective interaction mediated by phonon

exchange.36 They showed that the appearance of the strongest

relevant instability in the (5,0) nanotube is dependent on the

dielectric constant of the environment. Hence the appearance of

superconductivity for an array of (5,0) carbon nanotubes, in

contrast to that for a single (5,0) nanotube, is potentially

possible.

3. A review of intrinsic superconductivity in other
carbon nanotube systems

In this section we would like to briefly review the observations

of intrinsic superconductivity in other CNTs systems.15,17,18,37,38

In 2001, Kociak et al.17 showed that ropes of single walled

carbon nanotubes, about 1.4 nm in diameter, can exhibit

superconducting behavior. In one sample an electrical resis-

tance drop at 550 mK was observed, and this drop in resistance

can be suppressed by 1 Tesla of magnetic field or 2.5 mA of bias

current. The differential resistance versus bias current

measurements also showed behaviors in support of supercon-

ductivity. The coherence length x was estimated to be 300 nm,

or �10 times the diameter of the SWNTs bundle. It was found

that the length L of the SWNTs bundle between two (normal

metal) electrodes can affect the superconducting behavior. For

a short sample with L z 0.5x, no superconducting resistive

transition was observed; but when the length of sample was

increased to L z 2x, superconducting behavior was observed

with Tc ¼ 140 mK. For the longest sample with L z 3x the

superconducting transition temperature was observed to be 550

mK. The proposed explanation for this behavior is attributed

to the inverse proximity effect of the normal metal electrodes.

Five years later, the same group and their collaborators

observed a diamagnetic signal in the purified SWNTs bundles.37

The temperature-dependent diamagnetism was interpreted as

the Meissner effect, qualitatively similar to the observation in

4-Angstrom SWNTs.15 The critical temperature from the

magnetic measurements is 400 mK, close to the results of

electrical transport measurement; and the critical field Hc1 was

found to be 60 � 20 Oe.

Nanotube superconductivity was also reported by Takesue

et al.,18 with a critical temperature up to 12 K in entirely end-

bonded multiwalled carbon nanotubes (MWNTs) encapsulated

in nanopores of alumina templates. The outer diameter of the

MWNT is about 7.4 nm, while the inner diameter is about 2 nm.

It was reported that the junction structure of the Au electrodes/

MWNTs is critical to the observation of superconductivity in this
This journal is ª The Royal Society of Chemistry 2012
system. For partially end-bonded sample, only a small resistance

drop was observed below 3.5 K; and no resistance drop was seen

for Au-bulk junction sample. This difference was interpreted to

arise from the number of electrically active shells, N, of the

MWNTs (N ¼ 1 for Au/bulk junction sample, 1 < N < 9 for

partially end-bonded sample, and N ¼ 9 for entirely end-bonded

sample). It was proposed that the inter-shell electrostatic

coupling would suppress the Tomonaga–Lutting liquid state,

which competes against the superconductivity.18 The Meissner

effect was also observed in honeycomb arrays of these MWNTs

(after purifying), manifested as a gradual magnetization drop

with an onset temperature of 18–23 K.38 Interestingly, when the

alumina template was dissolved and the MWNTs were placed on

the Al substrate, the Meissner effect disappeared.38 From this

observation, the authors emphasized the importance of the

honeycomb structure and the inter-tube coupling for the

appearance of superconductivity in this system. The onset

temperature of the Meissner effect, 18–23 K, is much higher than

the critical temperature of 12 K observed in transport measure-

ments. This discrepancy has been attributed to a larger N that

can be achieved in magnetization measurement38 as compared to

the transport measurements.
4. New approach to sample synthesis

Although the observation of a Meissner effect constituted

a strong indication of superconductivity in 4-Angstrom carbon

nanotubes, other aspects of superconductivity, such as the

resistive transition and the specific heat anomaly, were not

observed at the time owing to the inadequate sample quality.

This situation was remedied by a new sample preparation

method, described below.

As mentioned in Section 2, the synthesis of 4-Angstrom

SWNTs involves two steps: growth of the AFI crystals and their

subsequent heat treatment. The first step—hydrothermal

growth—determines the size, crystallinity and quality of the AFI

crystals. The second step—heating treatment—determines the

quality and quantity of 4-Angstrom SWNTs formed inside the

AFI channels. Both are of equal importance. Jiang et al.39–41 have

reported their efforts to optimize the synthesis conditions for

growing large and optically clear AFI crystals with good struc-

tural integrity. It was found that the incorporation of a bit of

silicon into a zeolite framework can give rise to the formation of

a negatively charged matrix and Brønsted acid sites, which can

play a catalytic role in the formation of SWNTs. Hence the

silicon-incorporated AFI crystals have been favorably chosen for

the fabrication of 4-Angstrom SWNTs.

In the original approach, the subsequent heat treatment of the

AFI crystals was carried out by simply heating the as-made

crystals in a vacuum up to 580 �C (as Pyrex tube was used) for

several hours. This process has several drawbacks and can lead to

low sample quality. First, the CNTs can be formed only by the

decomposition of the precursor TPA, but the carbon atoms in

the TPA molecules are limited in quantity and cannot fully

occupy the channels even if all of them end up forming carbon

nanotubes. Second, carbon atoms would inevitably escape from

the AFI channels during the TPA decomposition and hence only

a fraction would be available to form the CNTs. Third, the N and
Nanoscale, 2012, 4, 21–41 | 25



Fig. 6 TGA results for the old precursor-conversion approach (red line)

and the new continuous carbon source approach (green line).
H atoms from the decomposition of TPA can easily form NH3

molecules, which have a corrosive effect on the AFI crystals.

In order to avoid the shortcomings of the original approach

and to increase the filling factor of the CNTs inside the linear

pores, we have adopted a new fabrication process in which the

AFI crystals are first heated in 300 mbar of oxygen and 700 mbar

of nitrogen at 580 �C for 8 hours to remove the precursor, TPA;

and then in 300 mbar of ethylene and 700 mbar of nitrogen at the

same temperature for the same duration.19 Instead of the original

TPA, continuously flowing ethylene gas is externally introduced

into the vacated AFI channels as the carbon source to synthesize

the 4-Angstrom SWNTs. This approach ensures sufficient

carbon source for the formation of CNTs uniformly inside the

AFI channels.

The temperature profiles for the old and new fabrication

processes are plotted in Fig. 5a and b, respectively. Raman

spectroscopy was used to characterize the samples fabricated by

the two processes. Typical Raman spectra (red and green lines)

are shown in Fig. 5c, obtained with an excitation laser wave-

length of 514.5 nm. Two peaks, one at 510 cm�1 and one at

550 cm�1, are noted by arrows. They respectively correspond to

the RBM of the (4,2) and (5,0) carbon nanotubes. The

magnitude of the RBM, relative to the G-band Raman signal

at 1600 cm�1, is an indication for the percentage of carbon in

the nanotube form. The inset to Fig. 5c displays a statistical

comparison of the outcomes from the two heating processes.

The proportion of the 550 cm�1 peak (delineated by green bars)

is seen to be �10% of the G-band signal, which is significantly

higher than the �5% average RBM signals observed in samples

fabricated by the old process (delineated by red bars).19 An

important feature of the statistical result is that for the new

process, the RBM/G values are tightly distributed around the

average, with no zero values. This is a clear indication of

sample uniformity, in contrast to the non-uniformity of the old
Fig. 5 Temperature profiles for (a) the old fabrication process and (b) the new

new processes. Inset shows the proportion of the samples exhibiting the vario

26 | Nanoscale, 2012, 4, 21–41
process in which �25% of the samples display no RBM signal

or very poor RBM signals.

While the intensity of the RMB peaks can serve as an indica-

tion of the nanotube abundance, the thermal gravimetric analysis

(TGA) results, shown in Fig. 6, inform us more accurately the

amount of carbon inside the AFI crystal. For the old precursor-

conversion approach, TGA results indicate a 1.47 wt% of

carbon, whereas the new continuous-carbon-source heating

process yields 3.35 wt%. Translated into filling factor for the

linear AFI channels, it is 4.5% and 10.3%, respectively, for the

two approaches. It should be noted that by using high ethylene

pressure (3 atmospheres) at temperatures below 400 �C with

subsequent lower ethylene pressure (0.2 atmosphere) at high

temperatures (up to 750 �C), we have achieved a maximum of

5.4 wt% carbon. This translates into about 16.6% filling factor in

the linear pores. Hence it is important to note that, at best, only

a fraction of the AFI zeolite crystals’ pores are filled with carbon

nanotubes, and among these nanotubes not all of them can be

superconducting.
fabrication process. (c) Comparison of the Raman spectra for the old and

us RBM/G ratios. Fig. 5c is adapted from ref. 19.

This journal is ª The Royal Society of Chemistry 2012



5. Electrical transport measurements

Very intensive efforts were carried out to clarify the electrical

aspect of the superconducting transition. In this section we

present only a selection of all the data gathered, for the purpose

of illustrating the underlying mechanism. A more inclusive

collection of data can be found in ref. 42.
5.1. Device fabrication and measurement geometry

According to our early transport measurements,15 the carbon

nanotubes inside the AFI crystal channels are likely to be

segmented (with length on the order of 100–200 nm). To explore

the intrinsic electrical transport property of the carbon nano-

tubes, a better chance can be afforded by a small separation

between the measuring electrodes, on the order of 100 nm. In the

following we describe the procedure of device fabrication to

make four electrodes on the sample with a separation between

the two surface electrodes being �100 nm.20

The AFI crystals are first heated in 300 mbar of oxygen and

700 mbar N2 at 580
�C for 4 hours, to remove the TPA inside the

channels. A selected crystal is picked out and glued on a silicon

wafer. Two troughs are etched into the surface of the AFI crystal

by focused ion beam (FIB), with a separation of 5 mm. Then the

AFI crystal is heated in 300 mbar of ethylene and 700 mbar of

nitrogen at 580 �C for 4 hours to form the 4-Angstrom SWNTs

inside the linear pores. The AFI crystal (with embedded SWNTs)

is subsequently sputtered with 50 nm of Ti as an adhesive layer

and 150 nm of Au. The electrical contact geometry is then
Fig. 7 (a) Cartoon picture of the sample. Yellow denotes gold and green

denotes the AFI crystal surface exposed by FIB etching. Nanotubes are

delineated schematically by open circles. (b) SEM image of one sample.

The c-axis is along the N–S direction. The thin, light, horizontal line in

the middle is the 100 nm separation between the two surface voltage

electrodes that are on its two sides. The dark regions are the grooves cut

by the FIB and sputtered with Au/Ti to serve as the end-contact current

electrodes. (c) and (d) show schematic drawings of the two-probe and

four-probe geometries, respectively. Blue dash lines represent the current

paths. In (d), the two end-contact current pads are 4 mm in depth and

30 mm in width. The difference between the two-probe and the four-probe

measurements is the transverse resistance, delineated by the red circles in

(c). Adapted from ref. 20.
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delineated by using the FIB to remove the Au/Ti film in a pre-

designed pattern. These processes are followed by vacuum (10�6

Torr) annealing at 450 �C to reduce the contact resistance.

Fig. 7a shows a cartoon picture of the AFI crystal with the

four-probe contact geometry, while Fig. 7b shows a scanning

electron microscope image of an actual sample. The outer

electrodes make end contacts to the SWNTs, whereas the two

inner electrodes, each about 2.5 mm wide, are separated by 100

nm and are on the surface of the AFI crystal. We carried out

measurements using both the four-probe (with two outer elec-

trodes as the current electrodes) geometry and the two-probe

(using only the two surface electrodes) geometry. By using

either the current electrodes or the surface electrodes, we have

verified that the contacts all display Ohmic behavior. In Fig. 7c

and d we show schematically the two-probe geometry and the

four-probe measurement geometry, and note that the difference

between these two measurement geometries is essentially the

transverse resistance, delineated schematically by the dashed

circles in Fig. 7c.
5.2. Quasi one dimensional fluctuation superconductivity

Quasi one dimensional superconductivity was observed in 4-

Angstrom carbon nanotubes in 2001, manifest as the Meissner

effect. Both the temperature and the magnetic field dependencies

of the diamagnetic signal displayed a smooth variation, owing to

the fluctuation effect15 (see Appendix B), whereby finite resis-

tance can be generated by thermally activated phase slips as

predicted by the LAMH theory43–45 (see Appendix C).

Fig. 8 shows the temperature dependence of resistance for

sample 1, measured in an Oxford He-3 cryostat. The electrical

measurement was carried out in four-probe geometry with

a measurement current of 10 nA. It is seen that the resistance

decreases smoothly from about 11 kU to almost zero, and this

behavior does not change under a 4 Tesla magnetic field (applied

perpendicular to the c-axis of the SWNTs).19 The inset of Fig. 8

shows an enlarged section between 7 K and 20 K, indicating that

the transition initiates at 15 K, consistent with the previous result

on the Meissner effect. Fig. 9a shows the differential resistance

variation as a function of the bias current at 0.35 K. There is

a resistance minimum at zero bias current, a sign of the
Fig. 8 Temperature dependence of resistance for sample 1. The enlarged

section shown in the inset shows the transition begins at 15 K. Adapted

from ref. 19.
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Fig. 9 The differential resistance plotted as function of bias current for

sample 1. In (a), the measurement was done at 0.35 K, showing even an 11

Tesla magnetic field does not change the result. This is an indication that

the array must be very thin. (b) While the dip in resistance at low

temperature indicates the existence of supercurrent, the zero bias resis-

tance peak above 2.77 K indicates that a competing mechanism (with

superconductivity) exists in the system.37 Through second-order

renormalization group calculations on thin arrays of (5,0) nanotubes, we

interpret it as arising from the existence of Peierls distortion as an excited

state. The ground state is singlet superconducting owing to the reduction

of Coulomb interaction through dielectric screening by the surrounding

nanotubes in the thin array. A single (5,0) tube favors the semiconducting

Peierls distortion as the ground state.
supercurrent. The resistance increases smoothly with increasing

bias current, and this behavior also is not affected by the

magnetic field, even up to 11 Tesla. Non-sensitivity to the

magnetic field suggests the superconducting component to

consist of very thin arrays of nanotubes (with an estimated width

of <6 nm), i.e., quasi 1D in character. The smooth resistance

variations as a function of temperature/bias current manifesta-

tions are consistent with the expected quasi 1D superconductivity

behaviors, and they can be interpreted within the framework of

thermally activated phase slips as formulated by the LAMH

theory.43–45 In this formulation, the wave function j¼ |j|exp (i4)

of a superconducting element is regarded to be constant across

the cross sectional area (since the cross sectional dimension is

smaller than the coherence length) and varies only as a function
28 | Nanoscale, 2012, 4, 21–41
of x along the c-axis. For a fixed temperature, the magnitude |j|

is rather rigid and only the phase can change as a function of x.

For the periodic boundary condition (such as in the ring geom-

etry), there can only be an integer number n of 2p phase changes,

denoted as the winding number. Each winding number n repre-

sents a current-carrying meta-stable superconducting state. A

larger winding number n corresponds with a higher free energy of

the meta-stable state as well as a larger carrying current. Between

two neighboring meta-stable states there is always an energy

barrier (whose magnitude is proportional to the cross sectional

area of the quasi 1D element). As long as the wave function

remains in a meta-stable state, the carrying current neither

decays nor generates any voltage. That is, the system is still

superconducting. However, in the presence of thermal fluctua-

tions, one meta-stable state can transit to another by crossing the

energy barrier, and that is the source of the voltage and hence the

resistance.

Now consider a quasi 1D superconducting element being

connected to a current source. Whenever a meta-stable state n

transits to a lower free energy meta-stable state n � 1 (which is

always more probable than the other way around), the carrying

current of the system decreases as well. Since the current source

has to maintain the current at a fixed value, it will push the

system back up to the meta-stable state n. In this process work is

done by the external source, i.e., dissipation has occurred.

Another way of saying the same thing is that a voltage will

appear as a consequence of the thermally induced transitions

between the meta-stable current-carrying states. The magnitude

of the voltage is directly proportional to the rate of such

transitions.

A mathematical description of the phase slips and the

appearance of voltage in a quasi 1D superconductor, based on

the LAMH theory, is given in Appendix C.

Fig. 9b shows the bias current dependence of differential

resistance at different temperatures. Here we see a very interesting

phenomenon in the appearance of a differential resistance peak

centered at zero bias current. The peak appears at around 2.77 K,

and from the R vs. T behavior the sample should still be in the

overall quasi 1Dsuperconducting regimeat this temperature. This

differential resistance peak clearly indicates that there is a mech-

anism operating in the system that competes with superconduc-

tivity. From recent theoretical work,46 this competing mechanism

may be attributed to the Peierls distortion/charge density wave

(CDW) (see Appendix B), which behaves as a (higher-energy)

excited statewhile the singlet superconductivity is the ground state

of the thin array of (5,0) carbon nanotubes. As the array becomes

larger, the energy separation between the Peierls distortion/CDW

state and the superconducting ground state would increase,

thereby facilitating an eventual transition to the 3D super-

conducting state as mediated by a Berezinskii–Kosterlitz–Thou-

less (BKT) transition in the ab plane perpendicular to the c-axis of

the nanotubes.20 Such a crossover transition is the subject matter

of the following section.
5.3. Crossover from quasi one dimensional to three dimensional

superconductivity

A sharp resistive transition is usually taken as the hallmark for

bulk superconductivity. However, thermal fluctuations and
This journal is ª The Royal Society of Chemistry 2012



Fig. 10 (a) Temperature dependence of resistance for sample 2,

measured with 1 mA current. The magenta curve is the four-probe data

and the others are two-probe data. Inset is a magnified view of the upper

section from 3 K to 20 K with the straight line asymptote above 17 K

subtracted, indicating the superconducting transition initiates at 15 K.

Between 15 K and 7.5 K the finite resistance is due to the phase-slips in

independently fluctuating quasi-1D superconductors. 1D to 3D crossover

transition occurs at 6–7.5 K, via establishing phase coherence in the plane

perpendicular to the c-axis of the aligned nanotubes, concurrent with the

quenching of the long wavelength fluctuations along the c-axis. (b)MR of

sample 2 under different temperatures, with magenta curve being the

four-probe data and others being the two-probe data. In both (a) and (b)

it is important to note that the 4-probe data coincide with the two-probe

data below 6 K and 2.1 Tesla. This is an indication that the transverse

resistance in this sample has nearly vanished (see Fig. 7c and d for the

difference between the 4-probe and 2-probe measurements). Adapted

from ref. 20.

Fig. 11 A schematic picture of the transverse plane perpendicular to the

c-axis, with each dot representing an end-view of a segment of the 1D

superconducting nanotubes. A vortex excitation, indicated by arrows

whose directions are given by the phase (angles) of the 1D wavefunction,

is shown. Interaction between a clockwise vortex and counter-clockwise

vortex is long-range in character, thereby facilitating a transition that can

establish quasi long range order (meaning that the correlation decays as

a power law) in the ab plane (perpendicular to the c-axis) of the nanotube

arrays. Adapted from ref. 20.
Peierls distortion (Appendix B) can prevent its occurrence in very

thin arrays as we see above. This scenario may change when the

size of coherently coupled carbon nanotube arrays increases, and

indeed a crossover from quasi one dimensional to three dimen-

sional superconductivity has been observed as shown below. In

particular, this crossover involves a BKT-like transition in the ab

plane of the aligned nanotube arrays. We use ‘‘BKT-like’’ to

describe the transition because the BKT transition is strictly a 2D

transition, whereas here the third dimension (along the c-axis)

definitely participates in the transition. Nevertheless, we shall
This journal is ª The Royal Society of Chemistry 2012
show that the sharp resistance drop observed, concurrent with

the appearance of nonlinear I–V behavior, is in very good

agreement with the predicted manifestations of a BKT

transition.

Fig. 10a shows the temperature dependence of resistance for

sample 2, measured with two-probe geometry (i.e., using the two

surface electrodes) in the Quantum Design Physical Property

Measurement System. A sharp drop is seen to initiate at 7.5 K,

and this drop is moved to lower temperatures with increasing

magnetic fields, applied perpendicular to the c-axis.20 The fact

that a magnetic field can affect the transition temperature means

that the superconductivity originates from coupled carbon

nanotube arrays which must extend at least a few tens of nano-

metres in the transverse dimension. The inset of Fig. 10a shows

the enlarged upper section of the curves from 3 K to 20 K, with

the straight line above 17 K subtracted. The appearance of the

magnetoresistance clearly shows that the superconducting tran-

sition starts at 15 K, consistent with the previous data. The

magenta curve in the bottom of Fig. 10a is the four-probe data

measured at zero field. It is seen that the difference between the

four-probe resistance and the two-probe resistance almost

disappears below 5 K, i.e., the transverse resistance is almost zero

below 5 K.

Fig. 10b shows the magneto-resistance in sample 2, which is

strongly temperature dependent. At 2 K, there is a clear transi-

tion point at 2.1 Tesla, below which the difference between the

four-probe resistance and the two-probe resistance disappears.

Thus the transverse resistance can be turned on/off by varying

either the temperature or the magnetic field.
5.4 Physical interpretation

For the resistance drop initiating at 7.5 K, which is concurrent

with the transverse resistance becoming zero below a certain

temperature/magnetic field, our interpretation is that it is due to

a BKT-like transition in the transverse ab plane.

We consider our carbon nanotube arrays to comprise quasi 1D

superconducting elements. For simplicity, we model these

elements to form a close-packed triangular lattice as illustrated

by the dots in Fig. 11. Each element is characterized by a complex
Nanoscale, 2012, 4, 21–41 | 29



Fig. 12 Bias current dependence of differential resistance for sample 2

measured in two-probe geometry. The magnetic field is perpendicular to

the c-axis of the SWNTs. Adapted from ref. 20.
Ginzburg–Landau wave function47 j that is a function of x along

the c-axis. Starting at 15 K, the formation of superconducting

condensate in the nanotubes is responsible for the magneto-

resistance seen in the inset of Fig. 10a. Owing to the quasi one

dimensionality of the superconducting element, strong long

wavelength thermal fluctuations prevent the appearance of

a sharp superconducting transition in individual elements.

However, when the temperature is lowered, the growth of the

superconducting condensate would increase the Josephson

constant J (see below), which favors the enhanced transverse

coupling between the neighboring elements. The Josephson

interaction energy between two neighboring quasi 1D elements is

defined as�Jcos (4i� 4j), where 4i denotes the phase of the wave

function of the ith element, assumed to be a constant over the

longitudinal coherence length along the c-axis, with J being

proportional to the superconducting electron density |j|2 as well

as to the overlap of the aligned neighboring nanotubes along the

c-axis direction. Since the Josephson coupling can be alterna-

tively written as �J(~Si$~Sj), where ~Si denotes a unit vector in the

transverse ab plane, our system is analogous to a 2D XY spin

model in which it is well known that there can be vortex exci-

tations, consisting of spins that form a closed loop as shown in

Fig. 11. Moving vortices will destroy coherence in the transverse

plane. However, vortices of opposite helicities interact as

attractive 2D charges with a logarithmic potential. They can

become bound pairs at a BKT transition temperature, below

which one expects the establishment of transverse coherence in

the ab plane48,49 whereby the phase coherence decays only as

a power law (as opposed to decaying exponentially) of the

transverse separation (between two elements) in the ab plane.

This is usually denoted as quasi long range order. The estab-

lishment of phase coherence in the ab plane would quench the

longitudinal fluctuations since the transverse cross section effec-

tively becomes much larger and hence the energy barrier for

phase slips increases dramatically. Therefore the resistance in the

4-probe resistance (magenta curve in Fig. 10a) is seen to expe-

rience a sudden drop. However the resistance is not zero below

the BKT-like transition. The interpretation is that we have 3D

superconducting regions separated by weak links. Here the term

‘‘weak links’’ is meant to denote the Josephson junctions along

the c-axis caused by defects or imperfections of the nanotubes.

Their existence can be the main cause of the non-metallic

temperature dependence of the 4-probe resistance data above the

BKT-like transition (see the magenta curve in Fig. 10a).

However, these weak links would successively turn super-

conducting below 5 K as seen below, so that at 2 K global

coherence is attained.

In the above model, the quasi 1D elements may be viewed as

regions of relative homogeneity in which the neighboring nano-

tubes have significant overlaps along the c-axis direction and

hence a larger value of J. The Josephson junctions between the

quasi 1D elements are regions where the overlaps between

neighboring nanotubes are small, thus leading to much weaker

coupling than that within the quasi 1D elements. Hence the

model inherently belongs to the class of inhomogeneous super-

conducting systems.

The effect of the magnetic field is mainly due to its influence on

J through the suppression of superconducting electron density

within the quasi 1D elements, which has the effect of both
30 | Nanoscale, 2012, 4, 21–41
shifting TBKT to lower temperatures and diminishing the

magnitude of the resistance drop associated with the transition.

This aspect differs from the traditional BKT transition’s

magnetic field effects, since here the magnitude of J is controlled

by the condensate along the c-axis.

A BKT transition is usually characterized by two aspects: (1)

the nonlinear I–V behavior below a BKT mean field transition

temperature TC0,
50,51 and (2) the special temperature dependence

of resistance above the BKT transition temperature TBKT <

TC0.
49,52 Our interpretation of the 1D to 3D crossover as a BKT

transition, in the transverse ab plane, is supported by measured

data in both accounts.

1. Nonlinear I–V characteristics. A nonlinear I–V charac-

teristic, with Vf Ia (with a > 1), is expected for a BKT transition

in which a can vary from 1 (at TC0) to 3 (at TBKT) or larger with

decreasing temperature.50,51 Fig. 12 shows the measured differ-

ential resistance plotted as function of bias current for sample 2.

Above 7.5 K, the differential resistance is independent of the bias

current (not shown), implying V f I. The triangular-shaped

quasigap at 7 K means that there is a regime where R (i.e., dV/dI)

varies linearly as a function of I, i.e., V f I2. The quasigap
This journal is ª The Royal Society of Chemistry 2012



Fig. 14 (a) The temperature dependence of resistance for sample 3,

measured with three-probe configuration. It is shown in ref. 20 that the

temperature dependence of the transition also follows the ln (R � RS) f

(T � TBKT)
�1/2 behavior, with a TBKT ¼ 5.9 K. (b) MR anisotropy

measured at 50 mK, with magnetic field being parallel (0�) and perpen-

dicular (90�) to the c-axis of carbon nanotubes. Inset shows the enlarged

section of the high magnetic field part. It is seen that the anisotropy

disappears above 18 Tesla, but positive MR is maintained until 28 Tesla.

Adapted from ref. 20.
becomes more rounded as the temperature further decreases

between 6 K and 6.5 K, and finally the bottom of the quasigap

coincides with the lower plateau at 6 K. From our data, the BKT

transition’s mean-field critical temperature (defined as that below

which the nonlinear I–V behavior appears) is therefore �7.5 K,

and the BKT transition temperature is between 6 K and 6.5 K.

Below the BKT transition temperature, the system comprises

3D superconducting regions connected by weak links, and the

second plateau (1 kU) corresponds to the resistance of the weak

links in the normal state. When the temperature further decreases

to 2 K, the weak links become superconducting, and global

coherence is attained as identified by the well-defined supercur-

rent gap.

Fig. 12b shows the data measured at 2 K under various

perpendicular magnetic fields. The general behavior is seen to be

similar to those shown in Fig. 12a. This similarity means that the

applied magnetic field may be viewed as having the effect of

decreasing the transition temperature. The two plateaus and

their associated gaps are clear indications of the progressive

establishment of coherence within the system.

2. Temperature dependence of resistance. The resistance in

the limit of I / 0, measured relative to the internal series

resistance, is predicted to vary with temperature as R � RS ¼
10.8bRNexp {�2[b(TC0 � TBKT)/(T � TBKT)]

2} for T > TBKT
49,52

for a BKT transition. Here RS ¼ 1.06 kU is the lower plateau

series resistance arising from the weak links between 3D super-

conducting regions (the lower plateau in the differential resis-

tance measurements seen in Fig. 12), and TC0 ¼ 7.5 K, obtained

from the differential resistance vs. the bias current measure-

ments. In Fig. 13 we show our data to be in excellent agreement

with the above prediction. The BKT transition temperature

obtained from the fitting is 6.17 K, consistent with our estimate

of 6 K < TBKT < 6.5 K from the differential resistance

measurements.

Due to the 1D nature of carbon nanotubes, there should be

some anisotropy in our system. Fig. 14a shows the temperature

dependence of resistance for sample 3, which was measured

with three probes, as one current lead was (unintentionally)

short circuited to its neighboring voltage lead. Similar behavior
Fig. 13 Theoretical fitting according to ln (R � RS) f (T � TBKT)
�1/2 at

T > TBKT for zero field data of sample 2. RS ¼ 1.06 kU is the lower

plateau resistance shown in Fig. 12, which arises from the weak links

connecting different superconducting regions along the c-axis. Adapted

from ref. 20.
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to sample 2 is seen, though the resistance is much smaller. The

temperature dependence of the transition is noted to also

follow the ln (R � RS) f (T � TBKT)
�1/2 behavior20 with

a TBKT ¼ 5.9 K.

Shown in Fig. 14b are the magneto-resistance results under

both the perpendicular and parallel magnetic fields, measured at

50 mK in the Grenoble High Magnetic Field Laboratory,

France. The magnetic anisotropy is evidenced by the clear lateral

separation of the two curves, with the magnetic field perpendic-

ular to the c-axis being more effective to suppress superconduc-

tivity than the same field applied parallel to the c-axis. Similar to

sample 2, the magneto-resistance displays an S-shape, with the

first turning point at 2 Tesla and 5 Tesla for the perpendicular

and parallel fields, respectively, and the second turning point at

10 Tesla and 13.5 Tesla. The resistance increase between these

two turning points is attributable to a decrease in the ab plane

coherence, accompanied by an increase in longitudinal
Nanoscale, 2012, 4, 21–41 | 31



fluctuations. Hence the system is basically reduced to quasi-1D

after the second turning point. If we take the 5 Tesla and 13.5

Tesla as the lower and upper bounds of the parallel critical field

for the 3D superconducting phase, then the coherence length

may be estimated as xab ¼ (F0/2pHck)1/2 z 5 to 8 nm in the ab

plane. Here F0 ¼ 2.07 � 10�7 G cm2 is the quantum flux. In

a similar manner, the coherence length xc along the c-axis may be

estimated to be �7 to 12 nm.

The anisotropy disappears above 18 Tesla, which may imply

the suppression of the superconducting condensate in individual

nanotubes, i.e. the Pauli limit. However, the resistance keeps

increasing until 28 Tesla as seen in the inset of Fig. 14b. This may

indicate an FFLO state in our system. As predicted by P. Fulde,

R.A. Ferrell, A.I. Larkin and Y.N. Ovchinnikov,53,54 when

approaching the Pauli limit, type-II superconductors have the

possibility of increasing their upper critical fields by ‘‘sacrificing’’

a part of their volume to the normal state in the form of a spatial

modulation of the superconducting order parameter. Such

a state can only be realized in low-dimensional superconductors

as it requires an open Fermi surface in order to increase the

orbital limit for superconductivity beyond the Pauli limit.55,56 In

this sense our quasi one-dimensional superconductor fulfills the

necessary requirements.

In Fig. 15 we plot the magnetic field-temperature phase

diagram for our system, with the experimental data of sample 2

and sample 3. Here yellow denotes the 1D fluctuating super-

conductor regime, the green line denotes the TC0 variation and

the blue line denotes the TBKT variation, both associated with the

BKT transition. The area colored by violet is the regime where

one expects to see nonlinear I–V characteristics. Green is the

regime in which the sample is characterized by inhomogeneous

3D superconducting regions connected by normal weak links.

The bottom left corner is the regime of global coherence. Here,

symbols are the data, with the connecting solid lines used to

delineate the different regimes. The symbols on the vertical axis
Fig. 15 Magnetic field-temperature phase diagram summarized from

the experimental data for samples 2 and 3. Here yellow, violet, green and

blue regions denote, respectively, the fluctuating 1D superconducting

regime, the nonlinear I–V regime, the regime in which the 3D super-

conducting regions are connected by weak links, and the global coherence

regime. The solid symbols of circle, square and triangle on the vertical

axis denote the demarcation points as measured by a perpendicular

magnetic field at 50 mK for sample 3. The open symbols are the corre-

sponding points measured by a parallel field. The triangular region on the

upper left denotes the FFLO state that is to be further verified. Adapted

from ref. 20.
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mark the positions of the first turning point, the second turning

point and the merging point obtained from the measurements on

sample 3 at 50 mK. The solid symbols are for the perpendicular

case and the open symbols are for the parallel case. The trian-

gular region on the upper left corner denotes the FFLO state as

discussed above.
6. Magnetic Meissner effect

Besides the observation of superconducting resistive transition,

the detection of diamagnetic screening from the (fluctuations)

magnetic Meissner effect is generally regarded as one of the

definitive probes of superconductivity. In 2001, we reported an

early observation of the magnetic Meissner effect in 4-Angstrom

SWNTs embedded in AFI crystals.15 A smooth-varying (aniso-

tropic) diamagnetic signal was reported below �15 K. These

early samples had very low (nanotube) filling factors of the AFI

pores which made a quantitative investigation of the Meissner

effect difficult. In the meantime, the sample quality has been

improved as described in Section 4 and a filling factor (in the

linear pores of AFI zeolite) of up to 10% has been achieved. In

2011, we reported new and far more detailed magnetic experi-

ments on such samples measured in two totally different ways—

using a SQUID VSM magnetometer and the magnetic torque

approach21—with consistent results.
6.1. Bulk magnetization measurements

Even with the new samples, the volume fraction of the CNTs in

the AFI host is still tiny. Any magnetic signal is therefore largely

dominated by paramagnetic and diamagnetic contributions from

the AFI host. The bulk magnetization of new samples has been

measured with a SQUID VSM magnetometer. The upper left

inset of Fig. 16 shows a typical magnetization measurement as

a function of the magnetic field at 1.8 K. The data display the

typical S-shape of a paramagnetic Brillouin function, which is
Fig. 16 Upper left inset: full magnetization loop of 4 Angstrom carbon

nanotubes embedded in AFI crystals measured at T ¼ 1.8 K. The circle

encloses a tiny anomaly atHc1. Main graph: Enlargement of the encircled

area in the inset in small fields around the superconductingHc1 transition.

Lower right inset: similar data as in the main graph for a second sample

with stronger flux pinning. The field has been applied perpendicular to

the c-axis of the CNTs. Adapted from ref. 21.
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superimposed on the linear diamagnetic contribution with

a negative slope. Resolving the superconducting contribution

requires zooming in onto the low field region as presented in the

main graph. A tiny feature is visible in small magnetic fields,

which shows the characteristics of a superconductor in the

vicinity of the lower critical Hc1 transition. The initial zero-field

cooled (ZFC) curve starts with a linear field dependence of

negative slope representative for the Meissner state. At �60 Oe

the curve deviates from linearity, which may be interpreted as the

Hc1 point. Beyond that, the magnetization passes through

a sharp minimum and then turns up. A hysteresis is found for the

following branches of the magnetization loop which indicates

pinning of the magnetic flux. The lower right inset shows similar

data for another sample with stronger flux pinning but a similar

initial ZFC curve.

Fig. 17 shows a temperature-dependent magnetization

measurement in a field of 20 Oe under ZFC and field-cooled (FC)

conditions. A sharp onset of a strong diamagnetic signal is found

slightly above 7 K. At the same temperature the ZFC and FC

branches strongly deviate from each other. The inset shows an

enlargement of the data to illustrate that the onset of the

diamagnetic Meissner effect occurs at �18 K and irreversibility

due to flux pinning starts to become significant below�12 K. The

sharp feature at 7 K, which is well separated from the onset of the

diamagnetic signal, indicates that the superconductivity occurs in

several stages. Below 18 K superconducting fluctuations start to

form. This coincides well with the temperature below which

a downturn has been observed in the resistivity, as described in

Section 5.3. Hence this sharp feature at 7 K may represent the

bulk superconducting transition, below which 3D macroscopic

phase coherence is formed. This sharp feature fades away rather

quickly in higher fields21 and the superconducting signal becomes

hidden in the rapidly growing paramagnetic contribution.

Some geometric information about the sample may be

deduced from the data shown in Fig. 17. By using the TGA data

that indicate the carbon content of the sample to be �3.35 wt%
Fig. 17 Temperature dependence of the zero-field cooled (ZFC) and

field cooled (FC) magnetization in a magnetic field of 20 Oe applied

perpendicular to the c-axis of the CNTs. The inset shows an enlargement

of the data at higher temperatures in order to point out the onset of

a diamagnetic signal at �18 K. Here the mass normalization (for

obtaining the M/H values) is done by using the total mass of the sample.

Adapted from ref. 21.
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(see Fig. 6) and the fact that the carbon density inside the linear

channels (taking into account the channel–channel separation) is

0.585 g cm�3, we obtain from the ZFC data at 2.5 K a dimen-

sionless magnetic susceptibility c ¼ �4.36 � 10�5. Since c y
�(0.125)(w/l)2 for an array with a (transverse) diameter w and

magnetic penetration length l [ w in a parallel magnetic field,

we estimate that w z 25 nm if l ¼ 1.5 mm (see below). This

estimate ignores the difference between a parallel and perpen-

dicular field (since the data is for perpendicular field) and

therefore can only afford a rough value. Nevertheless, this value

of w compares reasonably with similar values deduced from

transport measurements,20 ranging from 36 nm to 57 nm,

obtained from different samples.

Further information about superconductivity in higher

applied fields can be extracted from the anisotropic component

of the magnetization. Due to the 1D nature of the CNTs, at least

some anisotropy in the superconducting signal is expected. On

the other hand, the paramagnetic and diamagnetic background

should be largely isotropic. In Fig. 18 we plot the difference

Mpar. � Mperp. of the magnetization data measured in fields

applied once parallel to the c-axis of the CNTs and once

perpendicular. The derived data is basically zero at temperatures

above 15 K. For temperatures below 15 K, a negative signal is

observed which means that a magnetization signal of larger

magnitude for parallel applied fields develops. The signal indi-

cates the presence of superconducting correlations which exist up

to magnetic fields well beyond our maximum available field of 7

Tesla, in accordance with our resistivity data in Section 5. The

negative signal of an anisotropic component is consistent with

the result of magnetic torque measurements in the same batch of

sample (see section 6.2),21 but is different from the result of the

old Meissner effect result in 2001.15 The difference comes from

the filling factor of carbon inside the AFI channels, as 1D fluc-

tuation superconductivity dominated in the old samples, but 1D

to 3D superconductivity crossover occurred in the new samples

with increased filling factor.21 From the electrical transport
Fig. 18 Temperature dependence of the anisotropic component of the

magnetization, derived from the difference in the measured magnetiza-

tions with magnetic fields applied parallel and perpendicular to the c-axis

of the CNTs. The inset shows the high magnetic field regime in more

detail. Adapted from ref. 21.
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Fig. 19 ZFC and FC curves of the magnetic torque for 4-Angstrom

carbon nanotubes in a field of 100 Oe. Adapted from ref. 21.
results in Section 5.3, we know that the 3D bulk superconduc-

tivity is established below the BKT transition. And below the

BKT transition temperature, the macroscopic screening currents

can flow freely in the sample and the long hexagonal c-axis of the

AFI crystals will have a strong tendency to align parallel to the

applied magnetic field in order to reduce the demagnetization

factor, resulting in a larger magnetization parallel to the c-axis.

The anisotropic signal is seen to be much smaller at fields above 1

Tesla. But the negative sign of the anisotropic magnetization, at 7

Tesla, shows that some bulk coherence may still persist if the field

is parallel to the c-axis, but absent if the field is perpendicular.

This is consistent with the anisotropic magnetoresistance result

shown in Fig. 14b. A more detailed discussion can be found in

ref. 21.
6.2. Magnetic torque measurements

The magnetic torque is defined as s ¼ M � H, where M is the

anisotropic component of the magnetization andH is the applied

magnetic field. The anisotropic magnetization can rule out the

effect of isotropic magnetic impurity effects in the sample, which

should yield no magnetic torque. The magnetic torque was
Fig. 20 The magnetic field dependence of the magnetic torque at

different temperatures. The curves have been shifted for clarity. Adapted

from ref. 21.
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measured with a homemade capacitive cantilever as described

with some detail in ref. 21. The samples and the cantilever were

aligned in a way that the c-axis of the CNTs was oriented at 45

degrees with respect to the magnetic field to ensure a large

signal.21

Fig. 19 shows the temperature dependence of the magnetic

torque which was zero-field cooled (ZFC) or field-cooled (FC)

with a magnetic field of 100 Oe. The magnetic torque changes

from zero to a negative value at around 6 K, and the FC/ZFC

curves deviate from each other below 6 K. The negative value of

the magnetic torque is consistent with the bulk anisotropic

magnetization measurement shown in Section 6.1, and is

a signature that the 3D phase-coherent superconductivity is

established in the sample. The larger magnitude of the ZFC data

further proves the existence of the macroscopic superconducting

screening currents which can only flow in a bulk superconducting

state and not in individually uncoupled 1D SWNTs with super-

conducting fluctuations. Fluctuation superconductivity up to 15

K is not observed in this measurement, mainly due to the

experimental limitation of the magnetic torque approach that is

essentially set by the drift of the capacitance measurement.

The magnetic torque variation at small magnetic fields is

shown in Fig. 20 for different temperatures. While the magnetic

torque shows a very weak field dependence above 16 K, the

reduction of the torque signal begins to appear at temperatures

below 6 K in fields smaller than 0.4 Tesla, and it becomes very

pronounced at 1.7 K. These data exhibit the typical behavior of

the reversible magnetization of a superconductor close to the

lower critical fieldHc1, which is �60 Oe in this case. This value is

noted to be on the same order as the 60–150 Oe measured by

using the SQUID VSM, shown in Fig. 16.

If we takeHc1z 60 Oe, then the magnetic penetration length l

can be estimated from the formula

l ¼ F0=ð2
ffiffiffi
2

p
pHc1xÞz1:4 mm, provided xz 18 nm as estimated

from theHc2z 1 T in Fig. 18. That means the Ginzburg–Landau

k ¼ l/x z 78.
7. Thermal specific heat characteristics

The observation of the superconducting transition in the

specific heat of 4-Angstrom SWNTs embedded in AFI crystals

has been reported in 2009.19 As a measurement of the heat

capacity probes the entire volume of the sample, the detection

of the characteristic specific-heat anomaly associated with the

superconducting transition is considered a definitive bulk proof

of superconductivity. The embedded CNTs represent only

a tiny volume fraction of the composite material. Therefore, the

signal is largely dominated by phonon contributions from the

AFI zeolite. The detection of the tiny superconducting signal

certainly pushes the available techniques to the limit of reso-

lution. To overcome this difficulty, we developed an ultra-high

resolution AC modulated temperature calorimeter.57 A stimu-

lated periodic modulation of the sample temperature is detected

with a long integration time by means of a digital lock-in

amplifier, which, together with a low-noise transformer, allows

us to determine changes in the heat capacity with sufficiently

high resolution.

The upper left inset of Fig. 21 shows the total specific heat

divided by temperature C/T of CNT@AFI, which is on first view
This journal is ª The Royal Society of Chemistry 2012



Fig. 21 Upper left inset: total specific heat C/T of 4 Angstrom carbon

nanotubes embedded in the linear channels of AFI zeolite. Main graph:

Electronic contribution to the specific heat of 4 Angstrom carbon

nanotubes embedded in the linear channels of AFI zeolite measured in

magnetic fields of 0, 0.4, 1 and 2 Tesla. The magnetic field has been

applied perpendicular to the c-axis of the nanotubes. Data measured in 5

Tesla have been used to separate the dominant phonon background

contribution, which arises mostly from the zeolite. Lower right inset:

specific heat measured in 1 Tesla for a magnetic field applied perpen-

dicular and parallel to the c-axis of the nanotubes, illustrating that only

a small anisotropy is found in magnetic fields. Adapted from ref. 19.
a smooth function without visible anomaly. Resolving the

superconducting transition requires careful subtraction of the

phonon contributions from the zeolite and the SWNTs. This is

typically done by applying a sufficiently high magnetic field to

suppress the superconductivity. As any available temperature

sensor shows certain magnetic field dependence at cryogenic

temperatures, a very precise calibration of the thermocouple

temperature sensor was needed in order to obtain sufficient

accuracy. We have chosen a field of 5 Tesla as reference data,

partly due to technical limitations related to the fact that the

precision of the field calibration is strongly reduced in higher

magnetic fields. In the main graph of Fig. 21 we present the so-

obtained electronic contribution to C/T for various magnetic

fields. A broad second-order jump appears with a peak at �11 K

and onset at �15 K. At higher temperatures C/T reaches

a constant value, which typically represents the Sommerfeld

constant (�3 mJ g�1 K�2). At the lowest temperature C/T

approaches zero. This indicates a complete development of

a superconducting gap. The vanishing slope of C/T at lowest

temperatures reflects the absence of nodal lines in an order

parameter of s-wave symmetry. The overall shape resembles

a strongly broadened BCS curve. Details of the superconducting

parameters that can be obtained from the zero field data are

discussed in the relevant reference.19 The values obtained for the

coherence length x and magnetic penetration length l are 14 nm

and 1.5 mm, respectively. They are noted to be consistent with

those deduced from the electrical and magnetic measurements,

given in Sections 5 and 6.

In a magnetic field, the superconducting anomaly shown in

Fig. 21 is quickly suppressed as though a magnetic field of 5 Tesla

would be indeed sufficient to fully restore the metallic state.

From resistivity measurements in Section 5.3 we know however
This journal is ª The Royal Society of Chemistry 2012
that a field of 5 Tesla basically only suppresses macroscopic

phase coherence of the superconducting condensate. Super-

conducting correlations are present up to a much higher field of

28 Tesla.20

The specific heat anomaly seen in Fig. 21 most likely represents

only a part of the total superconducting specific-heat signal,

related to a growing superconducting condensate competing with

a decreasing correlation length as the temperature is lowered.

This anomaly can be reproduced by simulations using the

Ginzburg–Landau phenomenological theory, coupled with the

BCS specific heat expression.19 The lower right inset of Fig. 21

illustrates that the direction of the applied magnetic field of 1

Tesla (parallel and perpendicular to the c-axis of the SWNTs) has

only a comparatively small effect on superconductivity. These

correlations are therefore largely 3D in nature and should, at

least partly, represent short-range correlations between parallel

SWNTs. However, in recent simulations the BKT-like transition

in the ab plane of the nanotube arrays is seen to contribute only

a very small specific heat anomaly, �1/100 the size of the main

peak, just above the BKT transition temperature. This is owing

to the small entropy change associated with the establishment of

quasi long range phase coherence in the ab plane. Therefore the

main contribution of the specific heat anomaly arises from the

thermal fluctuations of the magnitude of the Ginzburg–Landau

wavefunction |j| (which is only marginally affected by fluctua-

tions and the accompanying phase slips below 15 K), instead of

the transverse coherence in the ab plane. That also explains why

the peak appears at a temperature higher than the BKT transi-

tion temperature, which signals the transition to 3D

superconductivity.

A possible further contribution to the specific heat, which is

not observed when data in which only 5 Tesla was used to

separate the background, may be related to the formation of

individual Cooper pairs. Much higher fields would be required to

suppress their formation. This intriguing possibility stimulates

possible further measurements in higher magnetic fields to clearly

identify the different contributions to the specific heat. Due to the

expected small signal and the required high magnetic fields of up

to 28 Tesla, this is however a difficult task.
8. Concluding remarks

In this section we would like to address, in view of the results

presented above, some of the issues that have often been raised

regarding the superconductivity in our nanotube system. This

will be followed by stating some of the challenges and future

prospects.
Issue 1: can the observed superconductivity be a result of doping?

The likelihood of unintentional doping is very small because

a consistent transition temperature, e.g., 15 K (where the

magnetoresistance begins to appear), has been observed in

different sample batches fabricated via different methods over

a period of years. Unintentional doping simply cannot possibly

achieve such consistency. Doping by nitrogen (from the AFI

zeolite precursor tripropylamine) during the synthesis of SWNTs

can also be excluded, since we have observed superconductivity

in samples synthesized with pure ethylene.
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Issue 2: can the observed superconductivity be the result of some

type of proximity effect?

This may be excluded because bulk measurements, i.e., magnetic

and thermal specific heat measurements, do not involve any

electrode contact and yet they have yielded data that are

consistent with the electrical measurements.

Another reason for excluding the proximity effect is that the

most consistently observed initiating temperature—15 K—is

higher than the critical temperature of most of the supercon-

ductors one may use as an electrode.
Issue 3: what is the role of the zeolite template in the observed

superconductivity? Why can’t the nanotubes be taken out of the

zeolite template so that the superconductivity is directly observed

on the nanotubes alone, without the template?

Beyond the physical regulation of the nanotube separation, the

effect of the zeolite matrix on the electronic characteristics has

been examined through density functional theory calculations

and shown to be relatively minor.58 We have tried to measure the

properties of the free-standing carbon nanotubes by dissolving

the zeolite template. However, the free-standing 4-Angstrom

carbon nanotubes were not stable. This fact was also seen during

previous HRTEM and Raman measurements. Another concern

is that there will be more defects in the carbon nanotubes when

they are released from the zeolite template.
Issue 4: is the observed superconductivity the BCS type?

The specific heat results can be fitted by the Ginzburg–Landau

phenomenological theory, coupled with the BCS specific heat

expression. However, more experiments (such as isotopic effect,

scanning tunneling microscope measurements) are needed in

order to pin it down.
Issue 5: if the 4-Angstrom carbon nanotubes are superconducting,

there is no reason why it is the only type that is superconducting.

Is there evidence for superconductivity in other nanotube

systems?

This is a very good point. It is noted that superconductivity has

been reported by other groups.16–18 In our group, we have also

observed superconductivity in double-walled carbon nanotube

bundles. Report on this aspect of our endeavor is forthcoming.
Issue 6: in Fig. 9(b), isn’t the differential resistance peak that

appears above 2.5 K a manifestation of the Luttinger liquid

behavior?

Luttinger liquid generally applies to the armchair (n,n) carbon

nanotubes. For the (5,0) nanotubes, there are three bands that

cross the Fermi level. This feature implies that it cannot be

completely similar to the Luttinger liquid behavior. Moreover,

the Luttinger liquid model may break down in ultra-thin carbon

nanotubes,59,60 because in the presence of phonon-mediated

electron–electron interaction the system may deviate from the

Luttinger fixed point if the net effective interaction is attractive

and would thereby scale to the strong coupling limit.
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Issue 7: what is the value of the Josephson coupling constant J?

From the relation kBTBKT ¼ pJ/1.12 and TBKT ¼ 6.2 K, we

obtain J ¼ 0.19 meV. It should be noted that J is proportional

to the average length of linear overlap between the nearest-

neighbor nanotubes. Hence for small overlap or for a small

segment region along the c-axis, the value of J can be consid-

erably smaller.
Issue 8: since the BKT-like transition occurs in the ab plane, why

can’t it be detected by measuring across the two sides of an AFI

crystal?

In principle, this would be the most direct way to detect the BKT-

like transition, provided the carbon nanotube content is suffi-

cient so that there can be a percolating network in the ab plane,

linking the two sides of the AFI crystal. Unfortunately, at

present the samples are still far from percolating. We have

actually tried to measure the transition across an AFI crystal, but

found only insulating behavior. However, by thinning down the

sample to within a typical ‘‘connected feature’’ size in the ab

plane, it is entirely possible that such an experiment can succeed.

A plan along this direction is already under way.
Challenges

While the fact that the 4-Angstrom SWNTs can be super-

conducting is beyond reasonable doubt, it remains a challenge

to achieve 100% consistency in the fabrication of samples that

exhibit superconductivity. Consistency in that regard would

require further improvements on sample quality as determined

by the nanotube filling ratio in the zeolite pores, as well as in

the continuity and length of the 4-Angstrom carbon nanotubes.

Basic to the sample quality is the control on both the AFI

crystal growth and the SWNTs synthesis through the decom-

position of the carbon source(s). Making reliable electrical

contacts to the sample represents another challenge, as well as

the theoretical understanding of the observed phenomena that

would require physical insights supported by both microscopic

first principles calculations as well as phenomenological

modeling.
Prospects

The confirmation of superconducting phenomena in carbon

nanotubes makes it imperative to further understand the

microscopic nature of the observed superconducting

phenomena. Thus the isotope effect, the direct observation of

superconducting gap through STM measurements, the removal

of the AFI matrix, the chemical doping or electrical gate

doping effect on the transition temperature, as well as the high

pressure effect, etc., are the tasks to be actively pursued.

Among them, perhaps the most exciting is the prospect of

doping the (5,0) nanotubes by either chemical means or gate

voltage. This is because the band structure of the (5,0) nano-

tube is such that through doping, a significant increase is

possible for the Fermi-level density of states, and this is envi-

sioned to significantly enhance the transition temperature since

the Debye temperature of carbon is among the highest of all

the elements.
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Appendix A

Superconducting parameters
Transport Magnetic Specific heat
This journal is ª
measurement
The Royal Society
measurement
of Chemistry 20
measurement
Tc
 15 K
 15–18 K
 14–18 K (exp.),
15 K (best fit)
TBKT
 6.2 K
 6–7 K
 —
Hc1 for the
Meissner state
—
 �60 to 150 Oe
 �100 � 50 Oe
Hc2 for the 3D
coherent state
Hc2t ¼ 1.5–5 T,
Hc2k ¼ 5–13 T
Hc2t z 1 T
 Hc2t z 2.8 T
x0

xab z 5 to 8 nm,
xc z 6.6 to 12 nm
�18 nm
 14 � 2 nm
l
 —
 �1.4 mm
 1.5 � 0.7 mm
k
 —
 �78
 �110
Fig. 22 Peierls distortion in a one dimensional metallic crystal. The

green (red) line corresponds to the crystal lattice and energy dispersion

relation without distortion (with distortion).
Definitions

Tc: the critical temperature at which the superconducting

condensate begins to form along the c-axis of the carbon nano-

tubes. For magnetization and specific heat measurements, the

superconducting condensate fluctuations were observed to

appear at 18 K.

TBKT: the BKT transition temperature, below which there can

be coherent 3D superconducting regions. Specific heat associated

with the BKT transition is too small to be detected.

Hc1: the lower critical field at which the magnetic field first

penetrates into the superconducting region.

Hc2: the upper critical field at which the 3D coherent super-

conducting state is suppressed.

x0: the zero temperature coherence length that characterizes

the size of the Cooper pairs.

l: the magnetic (London) penetration depth. The very large

value of l is due to the porous nature of our superconducting

system.

k: defined as k ¼ l/x. kz 100 signifies our 4-Angstrom carbon

nanotubes to be an extreme type-II superconductor.

Appendix B

Competing mechanisms against the 1D superconductivity

Here we give a heuristic description of the Hohenberg–Mermin

Theorem11,12 and the Peierls distortion, both of which are oper-

ative for 1D systems and represent the mechanisms competing

against the superconductivity.

B.1. Thermal fluctuations. Consider the Landau–Ginzburg

free energy density

f ¼ a(T � Tc)f
2(~x) + Bf4(~x) + K|Vf(~x)|2, (B1)

where f is the order parameter, Tc is the mean-field critical

temperature, and a, B, and K are the phenomenological
12
parameters particular to each system. A phase transition would

involve a change in the order parameter value fromf¼ 0 tofs 0.

The total free energy of the system is in the form

F ¼
ð
d~x
h
aðT � TcÞf2ð~xÞ þ Bf4ð~xÞ þ K jVfð~xÞj2

i
: (B2)

This can be alternatively written in the k space as

Fz

ð
d~k
h
aðT � TcÞf2

k þ B
�
f2
k

�2þKk2f2
k

i
; (B3)

where the quartic term is approximate. In a thermal bath, each ~k

mode has kBT/2 of thermal energy by equipartition. Thus in the

vicinity of the mean-field transition temperature (where the order

parameter value is small) we have

a(T � Tc)hf2
ki + Kk2hf2

ki z kBT/2, (B4)

where h i means thermal ensemble averaging, and the quartic

term has been dropped since it is higher order. So the fluctuation

amplitude for hf2
ki is�

f~k
2
�
z

kBT

aðT � TcÞ þ Kk2
z

kBT

Kk2
; for small jf~kj and T/Tc:

(B5)

Transforming back to real space, we have

�
f2ð~xÞ�z ðkmax

0

k d�1dk
kBT

Kk2
¼ kBT

K

8>>><
>>>:

kmax d ¼ 3

ln kjkmax

0 d ¼ 2

� 1

k

�����
kmax

0

d ¼ 1

:
(B6)

Hence hf2(~x)i is finite in 3D but diverges in 1D and 2D. That

is, long wavelength fluctuations would destroy sharp phase

transitions in 1D and 2D, but in 3D the fluctuations are just

perturbations.

B.2. Peierls distortion. Another competing mechanism

against superconductivity in 1D conductors is the Peierls

distortion. That is, a 1D conductor is unstable and can undergo
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Fig. 23 The order parameter j for a 1D superconductor with a winding

number of 4. Adapted from ref. 62.
a metal to insulator/semiconductor transition at low tempera-

tures by distorting the lattice.13 To see how this can occur, first

consider a one dimensional crystal of atoms with lattice constant

a. The dispersion relation is E0
k ¼ h-2k2/2m for the free electron

model as shown in Fig. 22. For the metallic case, the band is half-

filled with a Fermi wavevector kF ¼ p/2a. The kF, �kF states are

degenerate, with energies expressible as

�����E
0
p=2a 0

0 E0
�p=2a

�����. Now

consider the consequence of displacing every second atom by

a small amount d as shown by the red dots in Fig. 22. After such

a distortion, the periodicity of the 1D crystal becomes 2a instead

of a, and the reciprocal lattice vector changes from a*old ¼ 2p/a to

a*new ¼ p/a, with a gap at the boundary of the first Brillouin zone,

p/2a, which coincides with the Fermi wavevector kF. What

Peierls has shown is that such a distortion is always favored

because it lowers the overall energy of the system; hence at T ¼
0 a one dimensional conductor will inevitably becomes a semi-

conductor. The strength of Peierls’ argument is that the conclu-

sion is always true in the limit of d / 0. Below we show

heuristically the outline of Peierls’ argument.

After the Peierls distortions, the electronic dispersion is shown

by the red line in Fig. 22. As the electrons fill the lower band, the

electronic energy is clearly lowered. To show how much the

energy is lowered, consider the energies of the kF, �kF states,

which are now Bragg-coupled:

�����E
0
p=2a V*

p=a

Vp=a E0
�p=2a

�����;
so that the energy eigenvalues are

E� ¼
�
E0

k þ E0
k�p=a

	.
2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
E0

k � E0
k�p=a

	2

4þ jVp=aj2

r
: (B7)

The amount of total electronic energy lowering is given by

2

ðp =2a
0

�
E0

k � E�
�
Ldk=p ¼ 2

ð 
1

2

�
E0

k � E0
k�p=a

	

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
E0

k � E2
k�p=a

2

�2

þjVp=a

s
j2
!
Ldk=p

¼ 2

ð0
�D

�
vh-qþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvh-qÞ2þjVp=a

q
j2
�
Ldq=p; (B8)

where the linear energy approximation E0
k � E0

k�p/a ¼ 2vh-q has

been used, with q ¼ k � p/2a and v ¼ h-k/m ¼ (1/h-)(dE/dk). Here

�D is a suitably chosen lower integration limit so that the above

approximation is valid. The integral can be divided into two

ranges. First consider |vh-q |#| Vp/a| (so that the lower bound of

the integral is defined by the q value that yields the equality of

this relation), in which the integrand is on the order of |Vp/a| and

the range Dq of the integration, corresponding to |vh-q|# |Vp/a|, is

on the order of |Vp/a|/h
-n. Hence the integral over this range is on

the order of (L/h-v)|Vp/a|
2. For |vh-q| > |Vp/a|, on the other hand, the

previous lower integration limit is now the upper integration

limit, that is,
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2
Ð�jVp=aj=vZ
�D

�
vh-qþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvh-qÞ2þjVp=aj2

q �
Ldq=p

¼ 2

ð�jVp=aj=vZ

�D

 
vh-qþjvh-qj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ jVp=aj2

ðvh-qÞ2

s !
Ldq=p

z2jVp=aj2
ð�jVp=aj=vZ

�D

1

2vh-
L

p

dq

jqj ¼ �LjVp=aj2
ph-v

ln
jVp=a=vh

- j
D

:

(B9)

For a small |Vp/a|, the magnitude of this term always domi-

nates over any term that is on the order of |Vp/a|
2, since it is

logarithmic in character. But the elastic energy increase of the

lattice distortion must be proportional to |Vp/a|
2 because the

elastic energy is always quadratic in the strain, in either the real

space or the k space. Therefore, the lowering in the electronic

energy always dominates over the increase of lattice distortion

energy in the limit of |Vp/a| / 0, and the Peierls distortion is

favored in a 1D conductor.

It should be noted that the Peierls distortion relies on electron–

phonon coupling, just as in the case of superconductivity.

Therefore in 1D it is not at all clear that a metallic system can

become superconducting when the Peierls distortion is also

possible. From our experimental results, it seems that the Peierls

distortion can be suppressed, relative to the superconductivity,

through either dielectric screening or lateral Josephson coupling.
Appendix C

Ginzburg–Landau theory and the Langer–Ambegaokar–

McCumber–Halperin theory for 1D superconductors

C.1. Ginzburg–Landau theory. The phenomenological

Ginzburg–Landau (GL) theory was developed to explain the

many macroscopic characteristics of spatially inhomogeneous

superconductors.61 Basic to the theory is the definition of

a spatially varying complex order parameter j(~r) ¼ |j(~r)|ei4(~r),

with |j(~r)|2 ¼ ns(~r) denoting the local density of super-

conducting electrons. The value of the order parameter (also
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Fig. 24 Free energy F evaluated along the minimal energy path con-

necting a sequence of meta-stable (�8, �7, ., �1, 1, ., 7, 8) and the

stable state (n ¼ 0). Here s represents the arc length along the minimal

energy path in the functional space of j(x). Each metastable minimum

represents a winding number configuration. Hence n ¼ 4 has the

configuration shown in Fig. 23. Adapted from ref. 62.
called the wave-function) depends on the temperature,

magnetic field and the spatial position. Basic to the GL theory

is that the free energy F can be expanded in the following series

form46

F ¼ FN þ
ð
dV

 
ajjj2 þ b

2
jjj4 þ 1

2m*

����
�
h-

i
V� e*

c
~A

�
j

����
2

þ B2

8p

!
;

(C1)

where FN is the free energy density in the normal state, m* ¼
2m and e* ¼ 2e are the mass and electric charge of the super-

conducting Cooper pairs, respectively, ~A denotes the vector

potential, ~B ¼ V � ~A denotes the magnetic field, h- is the

Planck’s constant, and a, b are the phenomenological param-

eters. Minimizing the free energy variationally with respect to j

and ~A leads directly to the GL differential equations

ajþ bjjj2jþ 1

2m*

�
h-

i
V� e*

c
~A

�2

j ¼ 0; (C2)

~j ¼ 1

m0

V� ~B ¼ e*h-

2m*i

�
j*Vj� jVj*

�� e*2

m*c
jjj2~A: (C3)

By substituting j(~r) ¼ |j(~r)|ei4(~r) into eqn (C3), we obtain

~j ¼ � ejjj2h-
m

�
2p

ðhc=2eÞ
~A� V4

�
: (C4)

Together with the Maxwell equations we get

�V2~Bþ VðV~BÞ ¼ V� V� ~B ¼ m0V�~j ¼ � ejjj2h-
m

2p
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~B; (C5)

where f0 ¼ hc/2e is the quantum flux. Eqn (C5) is usually written

as

V2~B ¼
~B

l2
; (C6)
This journal is ª The Royal Society of Chemistry 2012
which means that the solution of eqn (C6) must display an

exponentially decaying behavior and l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

ejjj2h-
f0

2p

s
is the

decay length, denoted as the magnetic (London) penetration

length. Since inside a homogeneous superconductor the solution

must be a constant, and the only solution to eqn (C6) with

a constant B is B ¼ 0; one is thereby led to the Meissner effect.

Besides the magnetic penetration length l, another character-

istic length for a superconductor is the coherence length x that

characterizes the scale of spatial variations for the order

parameter. It is given by x ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
h-2

2mjaj

s
¼ x0

����� Tc

Tc � T

�����
1=2

, where x0 is

the zero temperature coherence length and Tc is the transition

temperature. The ratio k ¼ l/x is called the Ginzburg–Landau

parameter, whose value for type I superconductors lies in the

range 0\k\1=
ffiffiffi
2

p
, and k.1=

ffiffiffi
2

p
for type II superconductors.
C.2. Langer–Ambegaokar–McCumber–Halperin theory of

1D superconductors. The diameter of a 1D superconductor is by

definition much smaller than the coherence length. Hence the GL

order parameter may be regarded as a constant over the cross

sectional area and is a function of x only. The GL free energy

functional at zero magnetic field is given by

F ½jðxÞ� ¼ s

ð
dx


h-2

2m*
jVjðxÞj2 þ ajjðxÞj2 þ b

2
jjðxÞj4

�
; (C7)

where s is the cross sectional area of the 1D superconductor. The

time evolution of j is governed by the time-dependent Ginzburg–

Landau equation:

g
v

vt
j ¼ � 1

s

dF ½j�
dj

þ z ¼ h-2

m*
V2j� 2aj� 2bjjj2jþ z; (C8)

where g is a viscosity coefficient and z denotes the Langevin

white noise. The noise z generates a random motion of j that

stabilizes around the equilibrium distribution. The dimensionless

form of the free energy is usually used in computation:

F
�
jðxÞ� ¼ ð dx1

2
jVjðxÞj2 � 1

2
jjðxÞj2 þ 1

4
jjðxÞj4

�
: (C9)

The over-bar denotes the dimensionless quantities, obtained

with F scaled by sxa20(Tc � T)2/b ¼ 30, which is the super-

conducting condensation energy for a volume sx; j is scaled byffiffiffiffiffiffiffiffiffiffiffiffi�a=b
p

and x by the correlation length x(T). The corresponding

dimensionless equation of motion is

v

vt
j ¼ � dF ½j�

dj
þ z ¼ V

2
jþ j� jjj2jþ z; (C10)

in which the time scale is given by s(T) ¼ �g/a.

Consider the current carrying meta-stable states in a closed

superconducting ring. The periodic boundary condition for j is

imposed by j(�l/2) ¼ j(l/2), where l is the circumference of the

ring. Meta-stable current carrying states jn are obtained as the

solutions to the stationary Ginzburg–Landau equation

0 ¼ v

vt
j ¼ V2 jþ j� bjjj2 j; (C11)
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given by

jnðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2

n

q
eiknx; kn ¼ 2pn=l; (C12)

where kn is the wave vector, n is an integer, called winding

number. Each jn represents a meta-stable current-carrying

superconducting state. To depict such a state, we note that since

the magnitude of the wave function is rather rigid at a fixed

temperature below Tc (owing to the fact that its variation

involves much larger energy than the phase variation), a picture

of this meta-stable state, shown in Fig. 23,62 involves only the

phase variation as a function of x. The current density in the jn

state is given by

Jn ¼ j
* v

vx
j ¼ �1� k2

n

�
kn; (C13)

where jknj\kc ¼ 1=
ffiffiffi
3

p
, with kc ¼ 1=

ffiffiffi
3

p
being the critical upper

bound for kn beyond which there is no more solution to eqn

(C11). The larger the winding number n the larger the carrying

current, and the higher would be the free energy of the meta-

stable state. Fig. 24 shows the scaled free energy F evaluated

along the minimal energy path connecting a sequence of the

meta-stable (�8, �7,., �1, 1,., 7, 8) and stable states (n ¼ 0),

plotted as a function of the arc length s in the j(x) functional

space.62 This figure is numerically evaluated by using the string

method.62 It should be noted that there is a potential barrier

between neighboring meta-stable states, and this potential

barrier becomes smaller for the higher current-carrying states.

As long as the wavefunction remains in a meta-stable state, the

carrying current does not generate any voltage. That is, the

system is still superconducting. However, in the presence of

thermal fluctuations, one meta-stable state can transit to another

by crossing a potential barrier. That is, in a thermal bath the

lifetime of these meta-stable states is finite. Now consider a 1D

superconducting wire being connected to a current source.

Whenever a meta-stable state n transits to the lower free energy

meta-stable state n � 1, the carrying current of the system will

decrease as well. Since the current source has to maintain the

current at a fixed value, it will push the system back up to the

meta-stable state n again. In this process work is done by the

external source, i.e., dissipation has occurred. Another way of

saying the same thing is that a voltage will appear as a conse-

quence of the thermally induced transitions between the meta-

stable, current-carrying states. The magnitude of the voltage is

directly proportional to the rate of such transitions through the

following relation

2pGps ¼ 2 eV/h- , with Gps ¼ Uexp [�30DF/kBT], (C14)

where Gps is the phase slip rate, U is the transition rate prefactor,

and DF is the scaled energy barrier. Resistance is the ratio of this

voltage divided by the bias current as supplied by the current

source. With a constant bias current applied on the sample, the

voltage is larger for higher temperatures, which translates into

a larger resistance. For a fixed temperature, the resistance would

be larger for higher bias current as well, since the energy barrier is

smaller for the higher current-carrying states so that the transi-

tion rate is increased.

From the above basic concept of the Langer–Ambegaokar–

McCumber–Halperin theory42–44 we can understand how a 1D
40 | Nanoscale, 2012, 4, 21–41
superconductor acquires finite resistance. Since the height of the

potential barriers separating the meta-stable states is directly

proportional to the cross sectional area (since the energy unit 30 is

linearly proportional to s), with increasing cross sectional area as

the system approaches 3D, the transition rate exponentially

decreases and thereby the resistance disappears.
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