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We review the recent theoretical progress in understanding the superconductivity observed in ultrathin 4-Angstrom carbon nanotubes (CNTs) embedded in the linear channels of the aluminophosphate-five (AlPO_4-5, AFI) zeolite crystals. To identify the ground state of the (5,0) CNT@AFI system, we have carried out second-order renormalization group (RG) analysis to show that if arranged in an array structure in the channels of an AFI crystal, superconductivity can dominate over the Peierls distortion mechanism to be the favored state. However, if the array is very thin, then the manifestation would be that of one-dimensional (1D) superconductivity, displaying finite resistance at finite temperatures. We give a brief description of the phase slip mechanism underlying this behavior. With transverse Josephson coupling between the (5,0) CNT arrays, a 1D to three-dimensional (3D) crossover transition
can occur at a temperature below which 3D superconducting behaviors appear. By carrying out Monte Carlo (MC) simulations on a transversely discretized Ginzburg–Landau (GL) model, we show that both the thermal specific heat and electrical data can be well explained. In particular, just above the dimensional crossover transition, the phase correlation function exhibits the signature of a Berezinski-Kosterlitz-Thouless transition in good agreement with the measured temperature dependence of resistance.

1.1 Introduction

Since the first observation of superconductivity in ultrathin carbon nanotubes (CNTs) embedded in AFI zeolite crystals [1], there has been much experimental and theoretical works devoted to this subject. In this chapter, we summarize the recent progress in the theoretical analysis of superconductivity in 4-Angstrom CNT arrays. The paper is organized as follows. Section 1.2 gives a brief introductory description of the relevant material system. Section 1.3 is devoted to the RG analysis of such CNT@AFI system, aimed at identifying the zero temperature ground state between two competing mechanisms—superconductivity and the Peierls distortion (the charge density wave, or CDW) state. In Section 1.4, we give a short review on the origin of electrical resistance in 1D superconductors, based on the physical picture of phase slips as mathematically formulated by the Langer–Ambegaokar–McCumber–Halperin theory. In Section 1.5, we use Monte Carlo simulation of the Ginzburg–Landau model to explain the specific heat and electronic transport characteristics in the (1D to 3D) dimensional crossover transition, leading to the observed 3D superconductivity. We conclude in Section 1.6 with an overview summary of the salient points.

1.2 The CNT@AFI System

CNTs were first grown inside the channels of porous AFI zeolite with pyrolysis of the precursor molecules—tripropylamine [2]. AFI is a micro-porous zeolite crystal with aligned linear channels. The channels are hexagonally close packed in the transverse $a$-$b$ plane, each with an inner diameter of 7.3 Å and separated by a center to center distance of 13.7 Å. Inside the channels, a fraction of the carbon atoms, from the pyrolysis of tripolyamine precursor, formed single-wall carbon nanotubes that are ~4 Å in diameter. This is confirmed by high-resolution transmission electron microscopy observation [2], adsorption spectra [3], and Raman spectra [4–6], in which the characteristic radial breathing mode, particular to the tube structure, was observed. A sketch of the AFI zeolite with embedded CNTs is shown in Fig. 1.1.

Figure 1.1 A schematic picture illustrating the structure of AFI zeolite with embedded 4-Angstrom carbon nanotubes. The lattice constant is 13.7 Å, and the pore diameter is 7.3 Å.

Owing to the diameter of AFI channels, only three CNTs with diameter around 4 Å are possible: the armchair (3,3) ($d \sim 3.9$ Å), the zigzag (5,0) ($d \sim 4.0$ Å), and the chiral (4,2) ($d \sim 4.1$ Å). Their structures are shown in Fig. 1.2. Many authors have performed band structure calculations of these three types of CNTs [3,4,7–10].

Figure 1.2 The three possible 4-Angstrom carbon nanotubes with the chiral indices of (5,0), (3,3), and (4,2). Adapted from Ref. [4].
The armchair (3,3) nanotube is metallic, and the chiral (4,2) nanotube is semiconducting, as expected. However, for the zigzag (5,0) nanotube, the prediction of the zone-folding scheme is not valid, owing to the mixing of the $\sigma$ and $\pi$ bonds that results from the large curvature effect. The net result is that the (5,0) nanotube is metallic. The local density approximation (LDA) band structures of these three CNTs are shown in Fig. 1.3. Superconductivity observed in this system is attributed to the (5,0) CNTs.
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The seminal work of the Berkeley group has shown that the electron–phonon interaction can increase dramatically with decreasing radius [11]. Hence, the physical process that is related to the electron–phonon interaction, such as the phonon-mediated superconductivity, can occur in CNTs, especially when the radius is small. However, the electron–phonon interaction can also induce Peierls distortion in (3,3) and (5,0) CNTs that would lead to a semiconducting ground state [12–17]. There has been a persistent debate about which one should be the ground state of these small-radius CNTs, in spite of the experimental observations of superconductivity in the CNT@AFI system. This debate has motivated our RG work, presented in the following section. The outcome of our analysis is that whereas Peierls distortion would win over superconductivity for a single (5,0) CNT, the situation is reversed for the (5,0) nanotubes when they appear in the form of tightly bundled arrays. Here the crucial element is the dielectric screening, absent for a single CNT, which can reduce the electron–electron interaction and thereby enhance the superconductivity.

Recently, the Meissner state [18], the electrical superconducting transition [19], and the superconducting thermal specific heat anomaly [20] were observed in the 4-Angstrom CNT@AFI. A review of these experimental evidences, together with a coherent description, can be found in [21]. In Table 1.1, we list the superconducting parameters deduced from the different measurements. It can be seen that the (5,0) CNT@AFI system is an extreme type II superconductor, with a relatively short correlation length and an $H_c1$ that is on the order of 100 G.

**Table 1.1** Values of the superconducting parameters as deduced from different measurements

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Transport measurement</th>
<th>Magnetic measurement</th>
<th>Specific heat measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_c$ (K)</td>
<td>15</td>
<td>15–18 K</td>
<td>14–18 K (exp.) 15 K (best fit)</td>
</tr>
<tr>
<td>$H_{c1}$ for the Meissner state</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$H_{c2\perp}$ (T)</td>
<td>$H_{c2\perp} = 1.5–5$ T</td>
<td>$H_{c2\perp} = 5–13$ T</td>
<td>$H_{c2\perp} = 2.8$ T</td>
</tr>
<tr>
<td>$\xi_{\perp}$ (nm)</td>
<td>$\xi_{\perp} = 5$ to 8 nm</td>
<td>$\xi_{\perp} = 6.6$ to 12 nm</td>
<td>$18$ nm</td>
</tr>
<tr>
<td>$\lambda$ (nm)</td>
<td>$\lambda = 1.4$ μm</td>
<td>$\lambda = 1.5$ μm</td>
<td>$\lambda = 0.7$ μm</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Note: $T_c^\phi$ is the critical temperature that Cooper condensation begins to form along the $c$-axis. Below this temperature, the 1D fluctuation superconductivity is observed. $T_c$ is the 1D to 3D crossover transition temperature, below which the 3D coherent superconductivity behavior occurs via BKT-like transition in the $a$-$b$ plane that is transverse to the $c$-axis of the CNTs. $H_{c1}$ is the lower critical magnetic field, and $H_{c2}$ is the upper critical magnetic field at which the 3D superconductivity is suppressed. $\xi_{\perp}$ is the zero-temperature coherence length. $\lambda$ is the magnetic penetration length, which is very large because of the porous nature of the system. The Ginzburg–Landau $\kappa$ = 100 is the ratio between $\lambda$ and $\xi_{\perp}$, which indicates our CNT@AFI system to be an extreme type II superconductor. Adapted from Ref. [21].

The observation of 3D superconducting behavior also presents another problem, in view of the Hohenberg–Mermin–Wagner theorem [22,23], which states that there can not be a sharp
phase transition in dimension $d \leq 2$. Here, the small wall-to-wall separation between the nanotubes, only 9.7 Å as stipulated by the nanogeometry of the AFI zeolite, turns out to be important in enabling the Josephson coupling between the neighboring nanotubes. Indeed, simulations based on weak inter-tube Josephson coupling has shown a 1D to 3D crossover transition to be inevitable (Section 1.5), with all the attendant characteristics as observed experimentally.

1.3 RG Treatment of Ultrathin (5,0) CNT Arrays

The ground state of a 1D electronic system is usually regarded as a Luttinger liquid, which can be shown exactly through the bosonization method [24–31]. However, the Luttinger liquid model is based on the fact that there is no attractive interaction between the electrons. Since the problem of superconductivity inherently involves electron pairing that results from the attractive interaction, we have to go beyond the Luttinger liquid model and carry out the RG calculations to the second order. This is the focus of this section.

The RG method is very powerful in handling 1D interacting fermions [32–38]. In 1D fermion systems, the Feynman diagrams yield divergent integrals, which is hard to handle exactly with the perturbative method. With the RG method, we can handle such divergent integrals and calculate and compare the different response functions, as well as the interacting coupling constants, with decreasing temperature. With this process, the coupling constants scale to the so-called fixed points. We can evaluate the ground state of a certain system with these fixed point values of the coupling constants. The Luttinger liquid represents just the fixed point obtained from repulsive coupling, with backward-scattering scaling to zero under this condition. Here, we summarize the method of RG treatment for the single (5,0) nanotube and a thin array of (5,0) nanotubes [39–41]. The latter is meant to correspond with the experimental system. There is an extensive literature on the RG method [32–38] as applied to 1D electronic systems. Here, we emphasize the physical descriptions and those aspects that are special to our treatment. Mathematical details can be found in the references.

1.3.1 Linearization of (5,0) CNT Band and Definition of Coupling Constants

As seen in Fig. 1.3, for the (5,0) nanotube, there are three bands crossing the Fermi energy. One is denoted by $B$ band with $\pm k_{FB}$ as Fermi points, while the other two bands are degenerate in energy and denoted as $A$ and $A'$, respectively. They have Fermi points $\pm k_{FA}$ with $k_{FA} < k_{FB}$ and Fermi velocities $|v_{FA}| < |v_{FB}|$. As we are interested in the low-temperature properties of the system, only the states near the Fermi level are important. They are inside a narrow range $[E_c - E_g, E_g + E_c]$. Here, $E_c$ is the energy cutoff. In one dimension, there is an equivalent expression of the previous statement: only the states with momentum near the “Fermi points” $\pm k_{FA}, \pm k_{FB}$ are important and need to be considered, which are in the range $\{[k_{FA} - k_c, k_c - k_{FA}] + k_c\}$ and $\{[k_{FB} - k_c, k_c - k_{FB}] + k_c\}$. Within this region, the curvature of the energy dispersion curve is negligible. The linearized energy dispersion around Fermi energy is shown in Fig. 1.4(a), and the corresponding non-interacting Hamiltonian can be expressed as

$$H_0 = \sum_{\alpha = \uparrow, \downarrow} \sum_{m = A, A', B} \sum_k \{\epsilon_{\alpha m} a^{\dagger}_{kma} a_{kma} + \epsilon_{\alpha m}^* b^{\dagger}_{kma} b_{kma}\}$$

with

$$\epsilon_{\alpha m} = \epsilon_{\alpha m}^{(0)} + \left\{ \begin{array}{l l} -\nu_{FA} (k - k_{FA}) & k \sim k_{FA} \\ \nu_{FA} (k + k_{FA}) & k \sim -k_{FA} \end{array} \right. \quad \text{and}$$

$$\epsilon_{\alpha m}^{*} = \epsilon_{\alpha m}^{*(0)} + \left\{ \begin{array}{l l} -\nu_{FB} (k - k_{FB}) & k \sim k_{FB} \\ \nu_{FB} (k + k_{FB}) & k \sim -k_{FB} \end{array} \right.$$
Fermi energy in the band structure. The six points A±, B±, and A'± denote the corresponding Fermi points.

Figure 1.4 (a) The linearized energy dispersion of (5,0) CNT around the Fermi energy. The A and A' bands are degenerate in energy, with opposite group velocity compared with the B band. (b) The cutting lines in graphene's 2d BZ, which are the permitted states with periodic condition around nanotube's circumference direction.

Figure 1.5 The three types of interactions. (a) Spin parallel backward scattering-process with the coupling constant $g_{1/1}$. (b) Spin antiparallel backward-scattering process with the coupling constant $g_{1/2}$. (c) Forward-scattering process with the coupling constant $g_{2}$.

Consider the interaction between the electrons. Since the Fermi energy $E_F$ is not located at the half-filling level, Umklapp interaction is negligible. We are interested in processes in which the two associated electrons are such that one is left-moving and the other is right-moving. In such a scattering process, the perturbation expansion integral is divergent as $\log(\omega/E_F)$, where the energy scale $\omega$ can be regarded as temperature. By considering momentum conservation, for each combination of two bands with opposite Fermi velocities, there are three different types of electron-electron interactions that are important in the RG analysis, shown in Fig. 1.5. These coupling constants are denoted as $g_{1/1}$, $g_{1/1}$, and $g_{2}$, as specified in the figure. For the $g_{1}$-type process, one electron scatters from the left-moving Fermi point $k_{F,\text{Left-moving}}$ ($k_{FA^+, kFB^-}$) to the right-moving Fermi point $k_{F,\text{Right-moving}}$ ($k_{FA^-, kFB^+}$), while the other electron scatters from $k_{F,\text{Left-moving}}$ to $k_{F,\text{Left-moving}}$. The momentum transfer is ($k_{F,\text{Left-moving}} - k_{F,\text{Right-moving}}$), and electrons change propagating direction after each scattering process. This is denoted by backward scattering. If the spin of the two scattered electrons are parallel, then the coupling constants are labeled with subscript $\parallel$, while the spin antiparallel cases are labeled by the subscript $\perp$. In the $g_{2}$-type process, the momentum transfer from one electron to another is zero, and the propagating direction remains unchanged. This process is usually denoted as forward scattering. However, in the $g_{2}$ scattering process one electron must come from states near $k_{F,\text{Left-moving}}$ while the other must come from $k_{F,\text{Left-moving}}$. Each combination of left-moving and right-moving pair constitutes an interaction channel, and in each channel there are $g_{1/1}$, $g_{1/1}$, and $g_{2}$ type couplings. The six channels are shown in Fig. 1.6(a-f) with the $g_{1}$-type scattering processes. With these interaction coupling constants, the Hamiltonian with electron-electron interaction in a (5,0) CNT can be expressed as

$$H = \sum_{\alpha-\beta} \sum_{m} \left( \epsilon_{km} a_{\kappa m}^+ a_{k m} + \epsilon_{km} b_{\kappa m}^+ b_{k m} \right) + \sum_{\alpha, \beta, n=1-6, k, p} \left( g_{1}^{1/2} a_{\kappa m}^+ b_{p m} \sigma_{\alpha \beta} \right) + g_{2}^{1/2} a_{\kappa m}^+ b_{p m} \sigma_{\alpha \beta}$$

in which $n=1-6$ denotes the six different interacting channels shown in Fig. 1.6(a-f), $p, q, k$ are the momentum indices. If we consider the (5,0) CNT to be embedded in array structure that comprises a central nanotube with six nearest neighbor nanotubes, arranged hexagonally and separated from each other by 1 nm, then there will be an additional 12 inter-tube coupling channels with 36 coupling constants. These additional scattering processes can be denoted by just replacing the 2 of 4 operators with the corresponding operators in the nearest-neighbor tube.
1.3.2 RG Treatment of a Single (5,0) Nanotube

The difficulty in handling 1D interacting electrons is that the perturbation expansion of the interaction vertex yields a logarithmically divergent Feynman integral in the long wavelength limit. The central idea of the RG method is to (differentially) change the energy cutoff in the Feynman diagram integral to a smaller value and to collect the resulting effect as a change in the coupling constants. Since, under the new cutoff, the log(ω/E_C) function is less divergent (as ω approaches zero, the logarithm is negative), by performing this process iteratively one can get a set of evolution equations for the coupling constants and response functions, denoted scaling equations. There are several approaches to derive the RG scaling equations in the 1D Fermion systems. Here, we employ the multiplicative RG method [32,33]. With this approach, we can easily derive the RG scaling equations up to any order. This is important because the first-order RG is not enough to treat systems with the attractive interaction. It is only by going to the second-order RG will the meaningful results be obtained.

The multiplicative RG is performed as follows for each coupling constant:

\[ g_n^{1 + \text{i}}\Gamma_n^\omega \left( \frac{k}{k_C}, \frac{\omega}{E_C}, g_n^{1 + \text{i}} \right) d_n^{1 + \text{i}} \left( \frac{k}{k_C}, \frac{\omega}{E_C}, g_n^{1 + \text{i}} \right) = g_n^{1 + \text{i}}\Gamma_n^\omega \left( \frac{k}{k_C}, \frac{\omega}{E_C}, g_n^{1 + \text{i}} \right) \delta_{\alpha\beta}\delta_{\alpha\beta} \]

\[ + g_n^{1 + \text{i}}\Gamma_n^{\text{i}} \left( \frac{k}{k_C}, \frac{\omega}{E_C}, g_n^{1 + \text{i}} \right) \delta_{\alpha\beta}\delta_{\alpha\beta} \]

\[ - g_n^{1 + \text{i}}\Gamma_n^{\text{i}2} \left( \frac{k}{k_C}, \frac{\omega}{E_C}, g_n^{1 + \text{i}} \right) \delta_{\alpha\beta}\delta_{\alpha\beta} \]

where Eq. (1.3a) describes the relationship between the coupling constants with the original and the scaled energy cutoff. The dimensionless vertex for each interaction channel \( \Gamma_n \) (n = 1–6, i = 1/2, 1/1, 2) in Eq. (1.3a) are defined in Eq. (1.3b), and the dimensionless Green function \( d_n \) (m = A, A', B) is defined in Eq. (1.3c). With this set of equations, the coupling constants with new \( g_n \) can be related to their corresponding original values. Following the diagram expansion calculation shown in Figs. 1.7 and 1.8, together with the attendant multiplicative relation of Eq. (1.3), we obtain the scaling equations for the coupling constants as temperature decreases to zero. If we consider only the diagrams shown in Fig. 1.7(a,b), the results obtained pertain to the first-order RG. If we consider the superconductivity problem, i.e., in the presence of phonon-mediated electron-electron attractive interaction, then the first-order RG suffers from the divergence in the coupling constants and response functions at finite temperatures. This is unphysical since that would imply a sharp phase transition can occur (since a second-order phase transition is always characterized by the divergence in the response functions of the system) at finite temperatures for 1D systems, in violation of the Hohenberg–Mermin–Wagner Theorem. Hence we must go beyond the first-order RG.
take into account the diagrams shown in Fig. 1.7(c, d). These diagrams give rise to second-order correction to the RG scaling equations. At this second-order level the unphysical results are eliminated and divergence can only happen at zero temperature. The detailed scaling equations can be found in [39].

Figure 1.7 The expansion diagrams of the interaction vertex that are log divergent. The signs + and - mean that the electron/hole are right-moving and left-moving, respectively. Adapted from Ref. [32].
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Figure 1.8 The self-energy correction to the Green function. Adapted from Ref. [32].

We are interested in determining the possible ground state(s) of the system. This objective is accomplished by calculating the response functions of the system. The response function is defined as the amplitude of the system response with respect to an external perturbation. The asymptotic behavior of coupling constants can be used to generate the response functions at temperatures approaching zero. In 3D systems, phase transition is usually identified with the singularity found in response functions. However, in 1D, since no phase transitions can occur at finite temperatures, owing to the Hohenberg–Mermin–Wagner Theorem, hence response functions should be divergent only at zero temperature. This condition is only satisfied if we use the second-order RG correction, with the resulting power law–divergent response function(s) $R(\omega/E_C) \sim (\omega/E_C)^\alpha$, $\alpha < 0$.

In each interaction channel depicted in Fig. 1.6(a–f), there are four types of response functions that need to be taken into account, as they contain logarithmically singular terms up to any order of perturbative expansion. The four divergent response functions are the charge density wave–response function (CDW) $\tilde{N}(\omega)$, i.e., the Peierls distortion response function (the response functions denoted with the over-bar are actually the auxiliary function of the corresponding response functions, see [32]), the spin-density-wave response function (SDW) $\tilde{\chi}(\omega)$, the singlet superconductivity response function (SS) $\Delta_s(\omega)$, and the triplet superconductivity response function (TS) $\Delta_t(\omega)$. Since they are all divergent, the ground state is identified by the one whose response function is the most singular when temperature decreases to zero. The scaling equations for the four types of response function are:

$$
\frac{d \ln \tilde{N}(x)}{dx} = \frac{1}{x} \left\{ \frac{1}{\pi \nu_\parallel} \left[ g_{n1}^{\parallel} + g_{n2}^{\parallel} - g_{n3}^{\parallel} \right] + \ldots \right\}
$$

$$
\frac{d \ln \tilde{\chi}(x)}{dx} = \frac{1}{x} \left\{ \frac{1}{\pi \nu_\parallel} \left[ -g_{n1}^{\parallel} + g_{n2}^{\parallel} \right] + \ldots \right\}
$$

$$
\frac{d \ln \Delta_s(x)}{dx} = \frac{1}{x} \left\{ \frac{1}{\pi \nu_\parallel} \left[ g_{n1}^{\perp} + g_{n2}^{\perp} \right] + \ldots \right\}
$$

$$
\frac{d \ln \Delta_t(x)}{dx} = \frac{1}{x} \left\{ \frac{1}{\pi \nu_\parallel} \left[ -g_{n1}^{\perp} + g_{n2}^{\perp} \right] + \ldots \right\}
$$

With given initial values of the coupling constants, we can obtain the most singular response function that characterizes the ground states (as $T$ approaches zero) by solving Eq. (1.4). Here, $x = \log(\omega/E_C)$.
1.3.3 Scaling Results for a Single (5,0) CNT

Following the method described above, we have performed second-order RG analysis on a single (5,0) CNT, as well as on a thin array of (5,0) CNTs. The results of the RG analysis are the fixed points and their corresponding phase diagram. We use physically relevant initial values of the coupling constants for the RG scaling equations and track the system behavior when the temperature decreases to zero. Since the final results clearly depend on the initial values of the coupling constants, attention must be paid to this aspect of the problem. We have followed the analysis of Perfetto et al. [40] to estimate the initial values of the coupling constants. There are two physical mechanisms in the electron–electron interaction. The first one is the Coulomb interaction, which is repulsive; hence, the interaction constant is positive in value. The second one is phonon-mediated interaction, which is attractive and hence negative in value. The initial values of the dimensionless coupling constants represent the sum of these two mechanisms. For an individual (5,0) CNT, the initial values are (with $g^{11} = g^{1/2}$):

\[
\frac{g_{11}^{11}}{2\pi \nu_A} = 0.095 + 0.573/\kappa,
\frac{g_{11}^{2}}{2\pi \nu_A} = 0.084 + 0.276/\kappa,
\frac{g_{11}^{3}}{2\pi \nu_A} = 0.175 + 0.175/\kappa,
\frac{g_{1}^{11}}{2\pi \nu_A} = -0.0796 + 0.0796/\kappa,
\frac{g_{2}^{11}}{2\pi \nu_A} = -0.0796 + 0.0796/\kappa.
\]

It should be noted that these values are dependent on the dielectric constant $\kappa$ of medium. In vacuum with $\kappa = 1$, the values of the fixed points are:

\[
\frac{g_{11}^{1}}{2\pi \nu_A} \rightarrow 16.05,
\]

All other coupling constants scale to zero. Since the response functions are power law divergent as $R(\kappa) \sim \kappa^\alpha$, the value of exponent $\alpha$ determines the relative relationship of the different response functions. From Eq. (1.4), the power law exponent $\alpha$ is $\alpha_{1/1} + 1 = \alpha_{1/1} + 2/\nu_A$ for the CDW (Peierls distortion) response function, $\alpha_{1/1} + 1/\nu_A$ for the SDW response function, $\alpha_{1/1} + 2/\nu_A$ for the SS response function, and $\alpha_{1/1} + 2/\nu_A$ for the TS response function. In each interacting channel, there are four corresponding response functions, and substituting the fixed point values of the coupling constants into Eq. (1.4), we find in this particular case the CDW and SDW response functions are the most divergent. Hence, they represent the ground state.

If the individual (5,0) CNT is embedded in a dielectric medium with $\kappa > 1.15$, the fixed point values of the coupling constants are $\kappa$-dependent:

\[
\frac{g_{11}^{11}}{2\pi \nu_A}, \frac{g_{11}^{2}}{2\pi \nu_A} \rightarrow 0,
\frac{g_{1}^{11}}{2\pi \nu_A}, \frac{g_{2}^{11}}{2\pi \nu_A} \rightarrow 2.68 + 15.03/(\kappa - 0.64),
\frac{g_{3}^{11}}{2\pi \nu_A}, \frac{g_{4}^{11}}{2\pi \nu_A} \rightarrow \frac{g_{1}^{11}}{2\pi \nu_A} - 1,
\]

while all other coupling constants scales to the fixed point value of $-1$. In this case, if $\kappa > 22$, then the SS response function in channels 2 and 6 overcomes the CDW in channels 3 and 4 to become the most divergent one. If $\kappa < 22$, then CDW would be the most divergent.
This result is consistent with the statement that a single (5,0) CNT will undergo a Peierls transition under usual conditions [12–17].

### 1.3.4 Scaling Results for a Thin Array of (5,0)

In our experiments, the (5,0) CNTs are embedded in a hexagonal close-packed array of other (5,0) CNTs, with the AFI zeolite framework serving as the dielectric medium. In this case, the situation is quite different. As mentioned above, there are additional inter-tube electron–electron interactions that can affect both the scaling equations and the initial values of the coupling constants. We must take into account new possible intermediate states in the derivation of the scaling equations not only for the 6 intra-tube channels, but also for the additional 12 inter-tube channels for a thin array that comprises one central (5,0) CNT surrounded by six identical (5,0) CNTs in the hexagonal configuration with a wall-to-wall separation of 1 nm. For the initial values of the coupling constants, the existence of other metallic CNTs that are separated from the nearest neighbors by only 1 nm will greatly screen and reduce the Coulomb repulsive interaction strength, and thereby qualitatively influence the fixed points [40]. Without giving the details that can be found in [39], in the thin array configuration, the screened initial values of the coupling constants are as follows:

\[
\frac{g^1}{2\pi v_h} = \frac{g^2}{2\pi v_h} = \frac{g^3}{2\pi v_h} = \frac{g^4}{2\pi v_h} = 0.1,
\]

\[
\frac{g^{10}}{2\pi v_h} = \frac{g^{11}}{2\pi v_h} = 0.00032\kappa,’
\]

in which \( g_i \) denotes the inter-tube couplings. In the array configuration, the initial values of the forward scatterings are about two orders of magnitude smaller than that in the individual CNT case. So the fixed points are significantly modified from those of the individual CNTs. If the dielectric constant \( \kappa < 1.38 \), then all response functions still remain small. If we take the dielectric constant of AFI framework to be >1.38, e.g., \( \kappa > 6 \) for aluminophosphate (the composition of the AFI zeolite), then the fixed points are:

\[
\frac{g^1}{2\pi v_h} = \frac{g^2}{2\pi v_h} \rightarrow 0.287,
\]

\[
\frac{g^3}{2\pi v_h} = \frac{g^4}{2\pi v_h} \rightarrow \frac{g^3}{2\pi v_h} = -0.713.
\]

All other coupling constants are noted to scale to \(-1\). Therefore, in the array configuration, the most divergent response function is the SS response function, with \( \alpha = -0.573, -4, -3.427, -3.427, 0.573, \) and \(-4\) in the six intra-tube channels as shown in Fig. 1.6(a–f), respectively. The next divergent one is the CDW response function, with \( \alpha = -0.573, -2, -2.573, -2.573, -0.573, \) and \(-2\), listed in the same order A sketch of the CDW and SS response functions in channels 1 and 4 (these two channels are associated with electrons in only the A band and the B band, respectively) are shown in Fig. 1.9, in which the SS response in the B band (channel 4) is more divergent than others as \( \omega \) approaches zero. It follows that under the condition of our experiments, the (5,0) nanotube array should be superconducting at zero temperature.

![Figure 1.9](image)

The scaling flow of CDW and SS in the A band and B band. As \( \omega \) approaches zero, the SS response in the B band is seen to be the most divergent. Hence, superconductivity is the ground state for the thin array configuration.
Figure 1.10  The experimental data of differential resistance under different current/voltage and temperature. We can see that at low temperatures, typical 1D superconducting behavior was observed, but with increasing temperature, a peak in $dV/dl$ arises at zero bias. This is attributed to the excitation of the CDW state that can lead to a quasi-gap around the Fermi level. Adapted from Ref. [39].

An interesting feature shown in Fig. 1.9 is the crossing of the two scaling curves. What this means is that owing to the initial value of the coupling constants, the CDW response function represents the dominant one at higher temperatures, implying that while the superconductivity is the ground state, the CDW, i.e., the Peierls distortion state, may be manifest as an excitation of the system. This feature can be the answer to the observed behavior in the experiments, shown in Fig. 1.10. In the $dV/dl$ plot, at low temperatures, the behavior shown is typical for the 1D superconductivity, with a smooth dip at current $I = 0$. The dip in differential resistance means that there is supercurrent inside the system, and the smooth drop versus current/voltage means that the thermal fluctuations have prevented the system to form a well-defined super-current region. This is a direct consequence of the Hoernberg–Mermin–Wagner theorem and is a typical behavior for a 1D superconductor. In the inset of Fig. 1.10 is shown the temperature dependence of the measured resistance. Again, a smooth decrease of the resistance, which is independent of the magnetic field, is a manifestation of the 1D superconductivity. Therefore, we attribute this result to a very thin CNT array whose cross-sectional dimension is less than a coherence length. When the temperature increases, however, a peak is seen to arise. A peak in the differential resistance is indicative of the appearance of a quasi-gap in DOS. We attribute the peak at higher temperatures to the appearance of CDW excitations.

1.4 Appearance of Thermal Fluctuation–Induced Resistance in 1D Superconductors

The RG analysis in the previous section shows the Cooper-pair condensation to be the most favorable state in the CNT@AFI system when temperature decreases to zero. However, to better understand the experimental results, it is necessary to appeal to phenomenological theory, which will be the GL theory of superconductivity [42] plus its 1D version, the Langer–Ambegaokar–McCumber–Halperin theory [21,43–45]. In this section, we give a brief description on the appearance of resistance in 1D superconductors, such as that shown in the inset to Fig. 1.10. In Section 1.5, we shall detail how a weak transverse Josephson coupling between the $(5,0)$ CNTs can effect a transition to a 3D superconducting state (at a temperature below that at which the 1D superconducting condensate first appears), together with a sharp resistive transition and the attendant interesting behaviors.

The basic concept of the GL theory is to define a coarse-grained complex order parameter, or “wave function” of the system, \( \psi(\vec{r}) = |\psi(\vec{r})| \exp[i\phi(\vec{r})] \) with \( |\psi(\vec{r})|^2 = n_0(\vec{r}) \) being the local density of superconducting electrons. The free energy of the system is written as [42]:

\[
F = F_N + \int dV \left[ \alpha |\psi|^2 + \frac{\beta}{2} |\psi|^4 + \frac{1}{2m^*} \left( \frac{h}{i} \nabla - \frac{q}{c} A \right)^2 |\psi|^2 + \frac{B^2}{8\pi} \right]
\]  

(1.5)

in which \( F_N \) denotes the free energy of normal state, \( \alpha = \alpha(T - T_c^0) \), \( \beta \) are phenomenological parameters of the theory, and \( T_c^0 \) denotes the mean-field transition temperature at which the 1D superconducting condensate appears. The mass and charge of a Cooper-pair are \( m^* = 2m \) and \( q = 2e \), respectively, and \( \vec{A} \) and \( \vec{B} = \nabla \times \vec{A} \) are the vector potential and magnetic field, respectively. Variationally minimizing the free energy with respect to \( \psi \) and \( \vec{A} \) leads to the GL differential equations:
\[ \alpha \psi + \beta |\psi|^2 \psi + \frac{1}{2m^*} \left( \frac{\hbar}{i} \nabla - \frac{q}{c} \right) \psi = 0, \]  
(1.6)

\[ \tilde{j} = \frac{1}{\mu_0} \nabla \times \tilde{B} = \frac{q^2}{2m^*} (|\psi|^2 \nabla |\psi|^2 - |\psi|^2 \nabla |\psi|^2) - \frac{q^2}{m^* c} |\psi|^2 \nabla \varphi. \]  
(1.7)

If we substitute \( \varphi(r) = (|\psi(r)| \exp[i \varphi(r)]) \) into Eq. (1.7), we get

\[ \tilde{j} = -\frac{e |\psi|^2}{m} \left( \frac{2\pi}{(\hbar c/2e)} \Lambda - \nabla \varphi \right). \]  
(1.8)

Equation (1.8) shows that besides the vector potential, the current density inside a superconductor is proportional to the spatial derivative of the phase \( \varphi(r) \). This is important for understanding the origin of resistance in 1D superconductors, shown below.

In a superconductor, the coherence length \( \xi \) is defined as the length scale that characterizes the spatial variation of the order parameter \( \psi, \) i.e., \( \xi = \sqrt{\frac{\hbar^2}{2m^*|\alpha|}} = \xi_0 \sqrt{\frac{T_c^0}{T_c - T}} \), where \( \xi_0 \) is the coherence length at zero temperature.

In a 1D superconductor, the order parameter is only a function of the \( x \)-coordinate. This is because the cross-sectional dimension of the sample is by definition smaller than a coherence length; therefore, the order parameter can be regarded as a constant along the two other directions. Then, the free energy of system can be simplified to the following form at zero magnetic field [21,43-46]:

\[ F[\psi(x)] = \sigma \int dx \left( \frac{\hbar^2}{2m^*} \nabla |\psi(x)|^2 + \alpha |\psi(x)|^2 + \beta |\psi(x)|^6 \right), \]  
(1.9)

where \( \sigma \) denotes the cross-sectional area of the 1D superconductor. The corresponding time-dependent GL equation, which describes the time evolution of \( \psi, \) is given by

\[ \gamma \frac{\partial}{\partial t} \psi = \alpha \frac{\partial^2 \psi}{\partial x^2} + \zeta = \frac{\hbar^2}{m^*} \nabla^2 \psi - 2\alpha \psi \cdot 2\beta |\psi|^2 \psi + \zeta. \]  
(1.10)

Here, \( \gamma \) is a viscosity coefficient, and the \( \zeta \) denotes the Langevin white noise, associated with the fluctuation effect of the heat bath.

The steady-state solution of this equation, without the noise, can be obtained by setting the time derivative of \( \psi \) equal to zero. If we rescale \( \psi \) by \( \sqrt{-\alpha/\beta} x \) by coherence length \( \xi, \) and time by \(-\gamma/\alpha, \) and impose periodic condition, i.e., setting \( \psi(L/2) = \psi(-L/2), \) \( L \) being the length of the 1D superconductor, Eq. (1.10) simplifies to

\[ 0 = \frac{\partial}{\partial x} (\psi_0 - \frac{\hbar^2}{2m^*} \nabla^2 \psi + \beta |\psi|^2 \psi), \]  
(1.11)

which has the solution

\[ \psi_0(x) = \sqrt{1 - k_n^2} \exp(ik_n x), \quad k_n = 2\pi n / L. \]  
(1.12)

Here, \( n \) is an integer called the winding number, and \( k_n \) serves as a wave vector. It should be noted that Eq. (1.12) is really not a plane-wave solution, since the amplitude of \( \exp(ik_n x), \sqrt{1 - k_n^2}, \) depends on \( k_n \) owing to the nonlinear character of Eq. (1.13). By using the quantum mechanical formula for the current density, the steady-state solution given by Eq. (1.12) carries a current density \( j_n = (1 - k_n^2)J_0, \) with \( |k_n| < k_c = 1/\sqrt{3} \) being the upper bound of the permitted wave vectors. A schematic picture of the current-carrying state with \( n = 4 \) is given in Fig. 1.11 [46].

![Figure 1.11](image) A schematic plot of the current-carrying state with a winding number \( n = 4. \) Adapted from Ref. [46].
Each current-carrying steady state is characterized by a winding number $n$. Larger the $n$, larger the current and also higher the free energy. By using the string method, one can map out the free energy landscape from one steady-state solution to the next. In Fig. 1.12, we show the energy landscape for a 1D superconductor along the path of minimum energy in the functional space. It should be noted that between two nearest-neighbor current-carrying states, there exists a barrier preventing the system from slipping from one state to its neighboring state. In other words, each steady-state solution is located at a local minimum of the free energy, and when the state is in such a local minimum, the system displays no resistance, i.e., the system is superconducting. However, at finite temperatures, there will always be the chance of thermal excitation over the small barrier (whose magnitude is directly proportional to the cross-sectional area $\sigma$ of the 1D superconductor) separating the different current-carrying states, e.g., from a higher winding number state to a lower winding number state. Hence, these current-carrying states are metastable at finite temperatures.

![Figure 1.12](image)

Figure 1.12 The free energy landscape of a 1D superconductor plotted as a function of the winding number $n$, ranging from $-8$ to $8$. The local minima denoted by $n$ are current-carrying metastable states, while the small peaks between two such states is the free energy barrier. Here, $s$ is a path length parameter in the functional space of winding number configurations. Adapted from Ref. [46].

So far, we have described the metastable state $\Psi_m(x)$ inside a 1D superconductor, which carries a current density $J_m$ without any dissipation. However, in the presence of the Langevin white noise term $\zeta$, thermal fluctuations would cause the system to overcome the free energy barrier separating two metastable states with different winding number $n$, thereby one current-carrying state can transit into another. In this process, both the free energy as well as the current would change. If the 1D superconductor is connected to a constant-current source, as in many experiments, then the current source will restore the original current state by pushing the state up in energy. In doing so, work will be done by an external source; hence, dissipation has occurred, i.e., resistance appears. Since the resistance is directly proportional to the rate of transitions between the different current-carrying states, it follows that higher the temperature, higher the resistance. Also, since the free energy barrier is lower for the higher current-carrying states, the transition rate between different current states will be higher with increasing (external) bias current. Therefore, the resistance will increase with either increasing temperature or increasing bias current. This is a physical explanation for the observed resistance in 1D superconducting systems.

### 1.5 Characteristics of the Dimensional Crossover Transition

Early measurements on the 4-Angstrom CNT@ALI zeolite crystals have shown the 1D superconducting characteristics as described in the previous section [1,20,21]. However, more recently the improvement in sample quality has enabled the observation of 3D superconducting characteristics [19,21]. The purpose of this section is to use the GL theory [42] to show how this can occur and what the expected characteristic of the 1D to 3D dimensional crossover transition should be [47]. MC simulation [48] will be used, so as to go beyond the traditional mean field treatment. Simulation results will be compared with the experiments, measured in the sample configuration shown in Fig. 1.13.

Since the 4-Angstrom CNTs are aligned in the array of 1D pores of the AFI, the wall-wall separation is only 9.6 Å, which allows
a Josephson coupling in the $a$-$b$ plane. Because the CNTs are segmented and randomly distributed in the pores of AFI, the system is inhomogeneous. The Josephson coupling is obviously dependent on the overlap between the neighboring nanotubes along the $c$-axis direction. Stronger couplings can result from significant overlaps, whereas very weak couplings would be the case with small overlaps. In our simplified model, the strongly coupled nanotubes are regarded as constituting a quasi-1D nanowire, and these nanowires form a 2D triangular lattice in the $x$-$y$ ($a$-$b$) plane with their $c$-axes aligned along $z$-coordinate as shown in Fig. 1.14 [47]. The interaction between the nanowires is much weaker as compared with that along the $c$-axis of the nanowires. This model can capture the essential characteristics of our samples.

![Figure 1.13](image)

(a) A cartoon picture of the sample configuration in the experiment. Green denotes the AFI crystal, in which open circles denote CNTs. Yellow is gold, which is part of the electrode. Focused ion beam was used to delineate the top electrodes by etching away the gold to expose the AFI crystal surface. (b) SEM image of the sample. Red arrow indicates the position of the $a$-axis. The thin line in the middle divides the two surface electrodes. The two troughs on the top and bottom correspond to the current electrodes in the four-probe measurement geometry. (c) and (d) are schematic drawings of the two-probe and four-probe measuring geometries on the side view. Blue dashed lines denote the current. We can see the two-probe measurement results include the transverse resistance, but the four-probe measurement is mainly on the $c$-axis resistance. Adapted from Ref. [19].

The above model has been studied extensively in the mean-field approximation, and a 3D long-range ordered state can be found at low temperatures [49–57]. However, the behavior near the critical temperature attracts little attention [51]. In particular, the specific heat and the phase correlation in the $a$-$b$ plane, which are crucial to the interpretation of the experimental data on 4-Angstrom CNTs, have not been studied. Hence, in the following, we use MC simulation on the GL theory to analyze the behavior of the specific heat and the electronic transport in this model and to compare the results with the experimental observations [19,20].

In dimensionless form, the GL free energy functional for the weakly coupled quasi-1D nanowires can be expressed as

$$
\tilde{F}_{GL} = \frac{F_{GL}}{\varepsilon_0 k_B T_c} = \sum_{i,j} [\alpha \psi_{i,j}^2 + (\psi_{i,j})^4 + \sum_{\mu=x,y,z} 2|\alpha_\mu - 2\pi A_\mu| |\psi_{i,j}|^2 + \sum_{\langle j,j',z \rangle} |\partial_{\psi_{i,j}}| |\psi_{i,j}(z)| |\psi_{i,j'}(z)|^2 \left( 1 - \cos(\phi_{j} - \phi_{j'}) \right)]
$$

(1.13)

The first term expresses the GL free energy of the individual nanowires, whereas the second term is the energy of Josephson coupling between the nearest-neighbor nanowires. The indices $i,j$ denote the coordinate of a nanowire in the $x$-$y$ plane, $\psi_{i,j} = \psi_{i,j}/|\psi_{0}|$, $\psi_{i,j}(\vec{r}) = |\psi_{i,j}(\vec{r})| \exp(i\phi_{j})$ is the GL order parameter, $|\psi_{0}| = \sqrt{\alpha T_c^0/\beta}$ is the zero-temperature mean-field value of $|\psi_{0}|$, where $\alpha$ and $\beta$ are...
two phenomenological parameters, $T_0^0$ denotes the nominal mean-field phase transition temperature at which the 1D superconducting condensate first appears, $t = T/T_0^0$, $\xi_0 = \sigma^2\hbar^2m^*k_B^2S_0\sqrt{\pi\xi_0\xi_0}/2\beta k_B T_0^0$ is the zero-temperature condensation energy within the $(x,y)$ plane or the coherence length along the $\mu = (x,y,z)$ direction, $m^*$ is the effective mass for one Cooper pair, $A_{\mu} = \hbar^2/m^*\Phi_{0\mu}$, $\Phi_0 = \hbar c/2e$ is the flux quantum. Here, $J_{xy} = 2J_{xy}/a T_0^0$ is the ratio between the Josephson interaction in the transverse direction and the GL free energy of the individual nanowires. In our model, this ratio is a very small number as shown below: Because the CNT is an extreme type II superconductor [20,58], the magnetic energy can be regarded as a constant in space and neglected. In the GL theory, the expectation value of a physical quantity $Q$ can be evaluated as the ensemble average

$$\langle Q \rangle = \int \frac{D\psi}{D\psi} \exp(-F_{cl}[\psi]/k_B T) \frac{\exp(-F_{cl}[\psi]/k_B T)}{\exp(-F_{cl}[\psi]/k_B T)}.$$

Here, $\int D\psi$ denotes the functional integration.

The specific heat is evaluated by using the Bardeen–Cooper–Schrieffer (BCS) specific heat expression [58]:

$$C = 2\beta^2 k_B \int g(\epsilon) \exp(\beta \epsilon) \left[ 1 + \exp(\beta \epsilon) \right]^{-2} \left( E^2 + \frac{1}{2} \beta \frac{d \Delta^2}{d \beta} \right) d\epsilon.$$

Here, $\beta = 1/k_B T$, $E = \sqrt{\epsilon^2 + \Delta^2}$, $g(\epsilon) = N(0) \sqrt{1 + \epsilon/\epsilon_F}$, $\epsilon_F$ is the Fermi energy, and $N(0)$ is the density of states (DOS) at the Fermi level. The gap function $\Delta(T,B)$ is evaluated by the GL theory, i.e.,

$$[\Delta(0)]^2 = \left[ \left| \psi_0 \right|^2 \right] [20].$$

In this evaluation, the effect of the fluctuations is clearly manifested, and it is mainly the amplitude fluctuations that matter, in contrast to other effects shown below where phase fluctuations can be dominant. In the effective model, $\Delta(T)$ is the gap function at $B = 0$, $t = 0$, and $\Delta(0) = g k_B T_0^0$ with $g = 3$ fixed by the experimental data [20].

In comparison with the GL free energy of the individual nanowire, the Josephson interaction between nanowires is much smaller and can be neglected in the calculation of the specific heat. The specific heat peak arises from the contribution of the individual nanowires. The gap function $\Delta(T,B)$ can not be solved analytically from Eq. (1.13).

Thus, we discretize the nanowire and use MC simulation to obtain the gap function. Eq. (1.15) is then used to obtain the specific heat. The size of each nanowire is given by $L_x \times L_y \times L_z$. We simplify our model further and take $\xi_{xy} = \xi_{y0} = \xi_{x0} = \xi_0$. If the parameters are set to be $L_x = L_y = 3\xi_0$, $L_z \geq 64\xi_0$, $\xi_{xy} = 13$ nm, $T_0^0 = 15$ K, and $\epsilon_0 = 3$, the results, as well as the experimental data, are shown in Fig. 1.15. Good agreement is seen. Here, the rounded peak of the specific heat is a reflection of the large fluctuations in the quasi-1D nanowires [59], as compared with bulk superconductors. The peak is also noted to be shifted to lower temperature by the magnetic field. As the magnetic-field can be associated with a length scale, the good agreement between theory and experiment tells us that each nanowire comprises an array of nanotubes with a cross-sectional dimension $\sim 40$ nm.
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Whereas the specific heat peak is mainly from the amplitude of the order parameter, the electronic transport is dominated by the phase of the order parameter, especially as the temperature is lowered from $T_0^0$ [44,45,60]. Even with a very weak Josephson interaction between nanowires, a dimensional crossover transition
can still occur. In order to study the effects of the weak Josephson coupling, we make the approximation, verified to be rather accurate, that in considering the phase effect between the nanowires the amplitude of the order parameter at any given temperature or magnetic field can be regarded as a constant. This approximation is especially true at temperatures much lower than $T_C^0$, since the amplitude fluctuations are inherently small.

Since the transverse phase fluctuations inside the individual nanowires are necessarily short wavelength in character, they are suppressed at low temperatures in comparison with the long-wavelength fluctuations along the c-axis. To a reasonably good approximation, the nanowires can be regarded as 1D without the transverse fluctuations in their cross sections. With all the above simplifications, Eq. (1.13) can be expressed in discretized form as

$$
\bar{E}_{\text{GL}} = \frac{F_{\text{GL}}}{\phi_0 R C} = \sum_{i,j,k} J_0 \left[1 - \cos(\phi_{i,j,k+1} - \phi_{i,j,k})\right] + \sum_{(i,j,k)} J_{xy} \left[1 - \cos(\phi_{i,j,k} - \phi_{i,j,k+1})\right].
$$

(1.16)

Here, $J_0 = 4d_F^2 e^2 / \xi_0 \mu_0 \xi_0$ and $J_{xy} = d_F^2 e^2 / \xi_0 \mu_0 \xi_0$. To compare with the experimental data [19], we have applied the magnetic field along the x-axis, i.e., perpendicular to the c-axis of the nanowires, and adopted the gauge $A = (0, A_y, 0)$ with $A_y = -Bz$. It has been tested in the simulation that the weak inter-nanowire coupling has a negligible effect on the magnetic field dependence of the model. So we neglect the magnetic field term in Eq. (1.16). The effect of the magnetic field is manifest in the amplitude, $|\bar{\psi}(t, \bar{A})|$, which is also a function of temperature. In the small region near the critical temperature of the dimensional crossover transition, $J_{xy}$ and $J_0$ can be regarded as constants, approximately, and our model becomes similar to the anisotropic 3D x-y model. Thus, we define the following quantities to describe the phase transition:

$$
\eta = \frac{1}{N} \left( \sum_{j=1}^{N} \exp(i\phi_j) \right).
$$

(1.17)

$$
\Gamma(\bar{\psi}) = (\cos(\phi_0 - \phi) - (\cos \phi_0)(\cos \phi + (\sin \phi_0)(\sin \phi)),
$$

(1.18)

Here, $\eta$ is the phase-ordering parameter, which measures the overall phase coherence throughout the system. $\Gamma(\bar{\psi})$ is the correlation function. $\Delta \eta^2_2$ describes the phase fluctuations along the c-axis of the nanowires. It should be noted that our model differs from the 3D x-y model in that the c-axis behavior can also affect the system behavior.

MC simulation, with the Wolff algorithm [61], was employed to evaluate the above quantities in accordance with Eq. (1.14). The modulus, $|\bar{\psi}(t, \bar{A})|$, can be obtained from $\langle |\bar{\psi}_{ij}| \rangle$ in a similar way as in the computation of the gap function. The weak Josephson coupling has virtually no effect on the modulus. The size of the system is denoted by $N = N_x \times N_y \times N_z$. To be self-consistent, we use the same parameter values as in the computation of the specific heat. The periodic boundary condition was adopted. For $N_x = N_y = 60$, $N_z = 800$, the value of $\frac{\bar{f}}{\bar{f}} = 1/3000 \left( J_{xy}/J_0 = 1/12,000 \right)$ was adopted.

In Fig. 1.16(a), a phase-ordering transition in the a-b plane can be seen at around $t = 0.5$. The overall phase coherence is built up, first abruptly and then gradually, below the transition temperature. The transition is noted to be shifted to lower temperatures by the magnetic field. It is in good qualitative agreement with the superconducting behavior observed in the 4-Angstrom CNTs embedded in AFI, shown in Fig. 1.16(c). It is also seen from Fig. 1.16(c) that below the transition (at around 5 K), the four-probe data (the magenta-colored curve) and the two-probe data (the light blue-colored curve) coincide. Since the difference between the two should be the transverse resistance in the a-b plane [see Figs. 1.13(c, d)], this implies the near-disappearance of resistance in the a-b plane. That is, the system has become 3D in character. Moreover, it is seen from Fig. 1.16(c) that the four-probe result (magenta curve) displays a kink followed by a sudden drop in the measured resistance at the transition, apparently reflecting the transverse coherence so that in effect the cross-sectional area (which would affect the barrier height separating the metastable current-carrying states, see the discussion in the previous section) of the 1D system has suddenly increased, thereby suppressing
the phase slip fluctuations. The decrease in the longitudinal phase fluctuation along the c-axis is revealed in Fig. 1.16(b). To obtain the simulation results shown in Fig. 1.16(b), the parameters $N_x = N_y = 12$, $N_z = 5200$ are set so as to capture more of the long-wavelength (phase) fluctuations along the z-direction (c-axis). The results with (shown in red) and without (shown in green) Josephson coupling are seen to suddenly deviate from each other at the transition temperature. The phase fluctuations along the c-axis show a sharp drop at the transition. The red curve in Fig. 1.16(b) corroborates well with the four-probe data shown in Fig. 1.16(c) (magenta line); whereas the green curve in Fig. 1.16(b) corroborates well with the four-probe data of the measured 1D behavior (as manifest in the smooth temperature dependence and magnetic field independence), shown in Fig. 1.16(d).

In order to uncover more details of the dimensional crossover transition in the a-b plane, we calculate the phase correlation function in x-y plane, with the focus on the behavior in the neighborhood of the transition temperature. To be consistent, the same parameters were used as in the computation of the phase-ordering parameter. The results are shown in Figs. 1.17(b,d). The correlation function decays exponentially as a function of distance in the a-b plane above the transition temperature. However, it decays in a power law manner below the transition temperature. This is the signature of a Berezinskii–Kosterlitz–Thouless (BKT) transition [62,63]. To verify this, in Fig. 1.17(c) we have evaluated the correlation length above the transition temperature and compared its temperature dependence with the predicted BKT behavior. Excellent agreement is seen. Since the temperature dependence of the resistance in a BKT transition is dictated by the behavior of the phase correlation length, it is expected that the measured 2-probe resistance, which is dominated by the transverse resistance in the a-b plane, should follow similar temperature dependence, and indeed it does, as shown in Fig. 1.17(a).

It should be mentioned that another manifestation of the BKT transition is the nonlinear I-V characteristics just above the $T_c$. That has indeed been observed experimentally [19] in the electrical differential resistance measurements and therefore offers additional support to the interpretation that the 1D to 3D dimensional crossover transition is mediated by a BKT transition in the a-b plane. However, the theoretical explanation of the nonlinear I-V behavior is beyond the present model.
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**Figure 1.16** (a) Phase-ordering parameter as a function of the temperature and the magnetic field applied perpendicular to the c-axis of the nanowires. The green symbol denotes the system without the weak transverse Josephson coupling between the nanowires, i.e., 1D system. The red, blue, and chocolate colors denote the cases with weak Josephson coupling, $f_{os}/f_s = 1/12,000$, but under different applied magnetic field (shown in the legend). (b) The fluctuations along the z-direction, $\alpha_{\perp}^2$, plotted as a function of temperature. Green denotes the case without Josephson coupling, i.e., a pure 1D system, whereas the red denotes the case with the weak Josephson coupling, $f_{os}/f_s = 1/12,000$. It is seen that the fluctuations are suppressed below the transition temperature, owing to the dimensional crossover. (c) The measured resistance (in the sample configuration shown in Fig. 1.13) plotted as a function of temperature, for different magnetic field applied perpendicular to the c-axis of the nanotubes. The magenta curve is the data measured at zero field under the four-probes geometry, and the others are the two-probe data measured with the two surface electrodes (see Fig. 1.13c). Superconductivity is obviously suppressed by the magnetic field. The inset gives a magnified view of the upper section of the two-probe data.

(Continued)
which shows the magnetoresistance, and which reflects the appearance of the superconducting condensate, starts at 15 K. However, between 15 K and 7.5 K the system is basically 1D in character, hence display finite resistance that can arise from phase fluctuations as described in Section 1.4. (d) The resistance measured in the four-probe geometry for a different sample, which displays a pure 1D character as reflected in the smooth temperature dependence that corroborate very well with the green curve shown in (b), as well as in the magnetic field independence. Adapted from Ref. [19,20,47].

![Figure 1.17](image)

(a) The temperature dependence of resistance measured in the two-probe geometry, plotted in a manner as predicted by the BKT transition theory, i.e., \( \ln(R-R_0) \approx (T-T_c)^{-1/2} \) with \( T_c = 6.17 K \) and \( R_0 = 1.06 \) kΩ. Here, the series resistance \( R_0 \) was separately measured. (b) and (d) are the correlation functions in the x-y plane at different temperatures around the transition. They are the same data but plotted with different scales so as to emphasize the different behaviors. The correlation function decays as an exponential law above the transition but as a power law below the transition. This is the character of BKT transition. (c) The temperature dependence of the correlation length near the transition, plotted in the manner as predicted by the BKT transition. \( \xi = \xi_0 \exp \left[ c/(c-t_c) \right] \), with \( t_c = 0.479 \), \( \xi_0 = 0.381 \), \( c = 0.245 \). Adapted from Ref. [19,47].

1.6 Concluding Remarks

We have presented a coherent theoretical framework for the understanding of the experimental results on the observed superconductivity in 4-Angstrom CNTs. By using both RG technique as well as simulation on the phenomenological GL model, it is shown that in the array configuration, superconductivity can be the ground state of the system, winning over the Peierls distortion (CDW). However, the manifestation of superconductivity can be masked by phase slip fluctuations that are particular to the 1D systems. With weak transverse Josephson coupling between the nanotubes, however, there can be a dimensional crossover transition at a lower temperature, below which 3D superconducting behaviors appear. Good agreement is obtained between theory and experimental observations.
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